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Abstract

The recording of objects surfaces with Light Imaging, Detection and Ranging (LIDAR) scan-
ners is a well-established surveying method for the highly accurate and detailed geometric
creation of models. The result of LIDAR recordings is a three-dimensional (3D) point cloud
with geometric and spectral (intensity and color values) features that represent a geometric
model of reality. This model is usually automatically extended by the human imagination
with semantic information by looking at it, so that object classes, individual objects or mea-
surement errors in the point cloud can be reliably identified. The easy interpretation of point
cloud scenes and its effective recording with LIDAR scanners has led to the fact that point
clouds become a quasi-format standard for 3D models, besides to mesh, voxel and paramet-
ric models. Semantic features are necessary for automatic processing of point clouds, for
example, in a building information model. Currently, semantic enhancement of point cloud
information is mostly done manually, and automation (e.g., via deep learning methods) is
still a subject of research. In particular, Artificial Neural Networks (ANN) have proven to be
effective for this task when the data and hyperparameters (HPs) are optimized.

In this thesis, the PointNet ANN was used as an example to research which are optimal point
cloud data and HPs. The creation of training data with manual annotation tools, the imple-
mentation and research of processes for automatic semantic segmentation, and the devel-
opment of a heuristic quality model for the evaluation of point cloud datasets and of semantic
segmentation processes are the central research issues. The annotation tool, Point Cloud
Classification Tools (PCCT), was developed to investigate automation, training processes
of annotators, and features influence. For automatic point cloud processing, influences are
points from erroneous measurements, the class inequality and the semantic class defini-
tions. Different class definitions and methods for minimizing the differences in class sizes
have been developed, adaptations in point cloud pre-processing have been applied and the
weighting of infrequent classes have been optimized.

The research results show that optimal (data-based) HPs for semantic segmentation of a
building dataset can be defined. This HP set and the approach can be used as guidelines
for similar projects. An increase in recall of more than 50% for infrequently occurring classes
can be achieved by algorithm-based class definition and class size consideration. Using the
heuristic quality model, available training data and semantic segmentations can be evaluated
and compared.
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Zusammenfassung

Die flächenhafte Erfassung von Objektoberflächen mit Light imaging, detection and ranging
(LIDAR) Scannern ist ein etabliertes Vermessungsverfahren zur hoch-genauen und detail-
reichen geometrischen Erstellung von Modellen. Das Ergebnis der LIDAR Erfassung ist
eine dreidimensionale (3D) Punktwolke mit geometrischen und spektralen Merkmalen, die
ein geometrisches Modell der Realität darstellen. Dieses Modell kann durch Menschen beim
Betrachten meist automatisch um semantische Informationen erweitert werden, so dass Ob-
jektklassen, einzelne Objekte oder Messfehler in der Punktwolke sicher erkannt werden. Die
einfache Interpretation durch den Menschen von Punktwolkenszenen und deren effektiven
Erfassung mit LIDAR Scannern hat dazu geführt, dass Punktwolken neben den Mesh-, den
Voxel- und den parametrischen Modellen quasi zu einem Formatstandard geworden sind.
Semantische Merkmale sind für die automatische Verarbeitung der Punktwolken, z. B. in ei-
nem Bauwerksinformationsmodell, notwendig. Die semantische Erweiterung der Punktwol-
keninformationen wird aktuell meist händisch durchgeführt und eine Automatisierung (z. B.
mittels Deep Learning Verfahren) ist Gegenstand der Forschung. Insbesondere haben sich
für diese Aufgabe Künstliche Neuronale Netze (KNN) als effektiv erwiesen, wenn die Daten
und Hyperparameter optimiert sind.

In dieser Arbeit wurde am Beispiel des KNN PointNet erforscht, welche Punktwolkenda-
ten und Hyperparamter optimal sind. Die Erstellung von Trainingsdaten mit händischen
Annotationswerkzeugen, die Implementierung und Erforschung von Prozessen zur auto-
matischen semantischen Segmentierung, sowie die Entwicklung eines heuristischen Qua-
litätsmodells zur Evaluation von Punktwolkendatensätzen und von semantischen Segmen-
tierungsprozessen standen im Fokus. Das Annotationswerkzeug Point Cloud Classification
Tools (PCCT) wurde entwickelt, mit dem die Automatisierung, die Trainingsprozesse von An-
notatoren und die Funktionen in Annotationswerkzeugen untersucht werden. Bei der auto-
matischen Punktwolkenverarbeitung sind die Einflüsse Punkte aus fehlerhaften Messungen,
Klassenungleichheit und die semantische Klassendefinition zu berücksichtigen. Verschiede-
ne Klassendefinitionen und Methoden für die Minimierung der unterschiedlichen Klassengrö-
ßen wurden entwickelt, Adaptionen bei der Punktwolkenvorverarbeitung wurden angewen-
det und die Gewichtung von seltenen Klassen wurde optimiert.

Die Forschungsergebnisse zeigen, dass optimale (datenbasierte) Hyperparameter für die
semantische Segmentierung eines Bauwerksdatensatzes definiert werden können. Diese
Hyperparamter und das Vorgehen können als Richtlinien für ähnliche Projekte verwendet
werden. Eine Steigerung der semantischen Genauigkeit um bis 50% (Recall) ist bei sel-
ten vorkommenden Klassen kann durch eine algorithmusbezogene Klassendefinition und
die Berücksichtigung der Klassengrößen erzielt werden. Mittels des heuristischen Quali-
tätsmodells können verfügbare Trainingsdaten und semantische Segmentierungen evaluiert
werden.
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1 Introduction

The digitization of everyday life is a trend that has accelerated in recent years, particularly
as a result of the global Corona pandemic. New ideas on how everyday life and the work-
ing life can be digitally designed have been developed and brought to market maturity in a
very short time [1]. These applications frequently use data that represents the real world,
as an abstract and geometric copy. Creating a geometric model of real-world objects (e.g.,
building components, structures, countries, continents) is a core competency of surveyors,
and has been the basis for maps, three-dimensional (3D) visualizations (e.g., globes), and
knowledge [2, 3]. With very fast, precise and easy to use measurement systems for surface
recordings, digitization can be preformed much faster, but usually only the geometry and not
the semantics is recorded. In this thesis methods are investigated, which allow to generate
semantic information from geometric (and sometimes from spectral) measured values. The
basis are point clouds, which are recorded with Light Imaging, Detection and Ranging (LI-
DAR) scanners and depth imaging cameras. The point clouds are semantically enhanced
by machine learning (ML) and deep learning (DL) methods. In particular, the constructed
environment, i.e., buildings, cities, and long-stretched infrastructure structures, are objects
for which semantic segmentation is necessary [4, 5]. The motivation for a reliable semantic
segmentation is explained in section 1.1. The two following sections 1.2 and 1.3 explain the
Research Gaps (RGPs) as well as the research objectives (ROs) and, the research ques-
tions (RQs). In the last section of the introduction (section 1.4), the structure of the thesis,
the relationships between the sections and the form of presentation are described.

1.1 Motivation

Cadastre, Geographic Information Systems (GISs) and Building Information Models (BIMs)
are the most used applications to represent the real world in an abstract (digital) model and
to use them for answering specific issues form topic such as land use, building condition, or
mass determinations. These data collections are the basis for public action of administration
and economy, strategic planning of social developments and political decisions, so that they
are of importance [2, 6].

In the data collections semantic, topological, thematic, spectral and object-inherent charac-
teristics are combined with geometric and geographic object characteristics. Traditionally,
these data collections are organized in two-dimensional (2D) representations (e.g., maps or
images) in combination with registers (e.g., property registers, land charge registers or land
registers). With the advantage of GIS and digital user tools, a paradigm shift has occurred
towards the direct storage of object-related information in the form of attributes of a model
[6]. A BIM is a data model that represents, among other characteristics, in particular the ge-
ometric characteristics of objects as a volumetric 3D model. The great advantage of a BIM
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is that the details of geometric characteristics and object information can be represented in
a scalable and hierarchical manner. In a BIM, which originally comes from planning, the
dimensions of the building objects become more detailed and semantic information become
more accurate as the planning proceeds. At the beginning of the planning it is only known
that a room needs a door and approximately on which wall it has to be, the position of the
door, its shape and materials become more concrete as the planning advances. This is cur-
rently represented by the five Level of Development (LoDev), [6, 7]. These LoDev, can be
further refined for respective characteristics, such as Level of accuracy (LoA), information
content or Degree of Modeling [8, 9]. BIM properties can also be used after completing the
construction of a building, such as for comparing the as-built planning with the as-is execution
(final survey) [10]. In the operation of a construction, BIM is a data format that can be inte-
grated in construction maintenance programs, contributing to the effective and efficient use
of a building or infrastructure [11, 12]. Applications include indoor navigation and improved
space utilization [13, 14], as well as building control, repair-planning [15], and emergency
exit simulation [16, 17].

If data for a BIM is not available from the planning or does not match the as-is status, the data
is usually surveyed by total stations, photogrammetric or LIDAR systems [6, 18]. Since most
methods scan a surface, this process is commonly called Scan2BIM. Scan2BIM or more
generally Scan2Model describes the procedure from the recording to a complete model of
the real world in an accuracy and level of detail arising from the application [19]. In the
Scan2Model process, the point clouds are usually combined with other recordings and, if
necessary, the calculation of the point cloud is carried out for photogrammetric systems.
In terrestrial laser scanning (TLS), which is currently the standard method for most high-
accuracy models, the registration is done with common points in the overlapping areas of
the scans [18]. Mobile Multi Sensor Systems (MSSs), such as scanner backpacks [20,
21] or vehicle-based systems [22, 23] usually use trajectory to connect individual scans, but
may also be supported by common points. In most application, filtering is used to partially
remove the mismeasurements. The next step is semantic segmentation. Semantic segmen-
tation can be combined with modeling, if a direct automatic or manual creation of parametric
geometries is done [24, 25, 26]. These methods are used in applications to create floor plans
[27] or surface models (e.g., meshes or voxels) [28] from the point clouds. These models are
usually not transferred back into the data format point cloud, but they form parameterizable
geometries, such as cylinders, cubes, planes, lines or circles, which are used to build com-
plex object-oriented models, such as GML [29] CityGML [30], IndoorGML [31] or Industry
Foundation Classes (IFC) [32]. The methods are usually very specific to an application and
require detailed prior knowledge about the data and the task. The most common applications
for these methods are the modeling of building structures.

However, in most applications, semantic segmentation and modeling are performed inde-
pendently. The semantic segmentation of point clouds is the most complicated step of this
process chain to automate, as the objects vary in geometric size, shape and the recorded
scenes differ significantly [33]. Parameters and thresholds for separation by semantic ob-
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jects can be insufficiently defined, which still makes ML and DL most suited methods [34].
The performance of ML and DL varies, depending on the data and the complexity of the
class definition according to which the point cloud should be segmented [35, 33]. However,
strictly point clouds are imperfect data for semantic segmentations, since the training data
are usually only available to a small extent, do not have a homogeneous structure, and are
erroneous [35]. These disadvantages of point clouds lead to varying semantic accuracies for
different classes, to systematic confusions between classes and to unfavorable foundations
for modeling [36].

Overcoming the imperfection and understanding its causes for the case of semantic seg-
mentation with DL for building reconstruction is the motivation of this thesis. The aspect of
processing point clouds with DL, the quality of point clouds and the generation of training
data from point clouds must be examined in a structured manner as it is explained in [37, 38,
39, 40, 41, 42, 43]. Like [36], this work focuses on the point clouds and its weaknesses, as
well as methods to overcome them.

1.2 Research gaps in semantic segmentation of point clouds

DL is the most suitable method for the semantic segmentation of point clouds but it has sev-
eral downsides and aspects that are less researched. The main researches on DL methods
deal with the following aspects:

• Optimization of algorithms and network architectures [44, 45].

• Enhancement of the benchmark datasets collections [40, 46, 47, 48].

• Neighborhood representation for algorithms input [49, 50, 51].

• Automatic transformation of point cloud information into parameter models [35, 52].

• Optimization of manual annotations [53, 54, 55].

• Investigation of the impact of point clouds and its pre-processing for optimal semantic
segmentation [36, 56].

• Development of quality models and characteristics for semantic point clouds [18].

• Concatenation of DL with ML [57, 58].

The findings for one research aspect sometimes provide the foundation for the others. This
can be seen in the example of the development of the network architecture of PointNet [45].
This network architecture enables an efficient and direct processing of larger point cloud
scenes (> 1 million points). Now, the data pre-processing of the point cloud format is no
longer a primary issue, but the data content is a new issue. The main research in the field
of DL methods on point clouds does not address real and practical applications, therefore
many relevant and influencing parameters are neglected. This leads to the RGPs addressed
in this thesis:
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RGP 1: Influence of dataset characteristics, points and point clouds for semantic seg-
mentation.

RGP 2: Development of a heuristic description and evaluation of semantically seg-
mented point clouds.

RGP 3: The development of a workflow for semantic segmentation of point clouds in
building modeling processes.

The research objectives (ROs) are derived from the RGPs, but do not necessarily address the
entire research gap. How the RGPs can be closed is explained in more detail in section 1.3
based on the ROs and the RQs.

1.3 Research objectives and questions

The identified RGPs are in the overlapping field of the disciplines of computer science, math-
ematics, data science, computer version, civil engineering, facility management, as well as
geodesy and geoinformatics. In order to close these gaps, innovative data models and pro-
cessing algorithms must be implemented by means of modern high-performance computer
systems to address topics arising in the digitization of buildings. Recorded digital datasets of
buildings have measurement errors, vary in terms of semantic class sizes, include fine and
coarse objects in unstructured and heterogeneous point clouds (Figure 1).

Figure 1: Measured TLS point cloud with segmentation and annotation errors. Class Erro-
neous points in red and class Object in blue.

These datasets are not optimal for processing with ML or DL methods, due to the data content
and data format. Nevertheless, ML and DL methods are the most efficient and accurate
methods for semantic segmentation if the data is homogeneous, structured, and arranged
in a raster. In order to harmonize characteristics of point cloud datasets and DL algorithms,
the following three ROs are tackled:
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RO 1: Evaluation of methods for the manual annotation of point clouds regarding effi-
ciency, usability, accuracy, and the development of an experimental annotation tool.

RO 2: Development of a quality model that heuristically describes semantic point
clouds.

RO 3: Development of a workflow for semantic segmentation in order to investigate
the influence of point clouds content and format in DL methods.

RO 1 can be achieved by explaining the developing steps of the Point Cloud Classification
Tool (PCCT) (PAPER 0) and the investigations of its usability. For manually annotated point
clouds with a computer, the users must have segmentation tools, a visualization of the point
cloud (on a screen), guidelines for the classification process, and tools for the classification.
Based on these statements, the following RQs should be answered:

RQ 1.1 Which annotation tools (manual segmentation) for point clouds exist? What
functions can be found in these tools? How efficient, reliable and effective are these
tools and how can these characteristics be determined?

RQ 1.2 Which annotation tools can be used for the semantic segmentation of challeng-
ing real-world indoor TLS point clouds?

RQ 1.3 How can semantic segmentation tools for point clouds be enhanced and im-
proved?

RQ 1.4 How to become a good annotator for semantic point clouds? How can the
performance of annotators be measured? What do annotators need and how can the
tool support them?

In order to answer the questions of RO 1, a heuristic quality model must be used. The
development of a quality model is the RO 2. The quality model evaluates the semantic
segmentation process and the semantic point cloud. The development of the model is guided
by following RQs:

RQ 2.1 What are suitable semantic point clouds? What are the characteristics of point
clouds? How can the characteristics of the point cloud be determined, measured and
compared?

RQ 2.2 How is a quality model for semantic point clouds designed? Which parameters
are necessary for the description of the characteristics? Does the quality parameters
differ for annotation and automatic semantic segmentation?

RQ 2.3 How can the quality model be applied for the semantic segmentations of build-
ing point clouds

RO 3 is based on RO 1 and RO 2 and is the realization with the workflow for semantic
segmentations. The training data created by the PCCT or other tools and the performance
evaluation of the workflow by the quality model are necessary to answer the RQ 3.1 to RQ
3.3. The workflow is developed for the point clouds created by TLS with imperfections as
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shown in Figure 1. In the workflow, established DL methods are integrated. The formal and
content influencing parameters of point clouds are evaluated in experiments. The RQs which
guide the development are:

RQ 3.1 How can DL methods be integrated in a workflow for semantic segmentation
of point clouds? Which DL methods are suitable?

RQ 3.2 Which hyperparamters need to be defined for applying PointNet in a semantic
segmentation workflow? How are the values for these hyperparamters determined?

RQ 3.3 How can the influence of the dataset be controlled by data-based hyperparam-
eters in the semantic segmentation of point clouds? What are the main influences?

The three central ROs are covered by three peer-reviewed and one extend-abstract-peer-
reviewed publications. There is no one-to-one assignment of one RO to one publication.
Instead, single or multiple RQs are covered in each publication. The connections between
the publications and the ROs are explained in section 3.5 and Figure 27.

1.4 Outline of the thesis

This cumulative dissertation consists of a framework thesis (sections 1 to 5) and the four
publications in the appendices A (peer-reviewed publications) and B (non-peer-reviewed
publication). The framework thesis presents the state of the art, the terminologies (section 2),
the connections between the individual publications (Section 3.5), and the ROs, RQs, and
results (section 4). Section 5 summarizes the key conclusions and outlines further research
approaches.

PAPER 0 is in section B.1 and PAPER 1 to PAPER 3 are in sections A.1 to A.3. A refer-
ence to the publications is made by the indication PAPER #. References are used to avoid
repetitions of results, proofs, and detailed descriptions that have already been discussed
in the publications. For better comprehension, conclusions and general observations are
discussed in section 3 and in the individual RQs (section 4).
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2 State of the art

Semantic point clouds are the foundation for modeling complex environments. Their deploy-
ment covers the entire process with the acquisition, the parameter-based filtering and the
semantic segmentation of the point cloud (steps 1 to 3 in Figure 2). Based on the semantic
point clouds, parametric, solid models, Computer Aided Design (CAD) and BIM models are
created. These models are used in GIS [59], construction management applications [12, 60],
and in private and public registers [61] (steps 4 and 5 in Figure 2).

Figure 2: Process of creating semantic point clouds. Recording of point clouds with an optical
recording system. Registration of the individual recordings, resulting in a complete
point cloud. Semantic segmentation according to given classes set. Modeling of
objects in the semantic point cloud. Implementation of the models into an applica-
tion. Taken from [62] and adapted.

In context of buildings, LIDAR scanners and measurement cameras are used to record entire
surfaces in a fast way. The working principle, the differences of the measurement system as
well as its influence on the point clouds are explained in section 2.1. The recording and the
semantic segmentation are significant for the quality of the semantic point cloud. Semantic
segmentations are performed manually as well as automatically and due to the size and
complexity of the data this topic comes under big data. big data applications require special
data handling, which is carried out with ML methods. The basics of big data and ML are
introduced in section 2.2. The process of manual semantic segmentation is in section 2.3.
ML models learn the relationship between input and target data from the data itself. The
characteristics of training data are described in section 2.4. The state of the art of automatic
semantic segmentation of point clouds is described by ML and DL methods in sections 2.5
and 2.6.

2.1 Recording systems for point clouds

Point clouds have become a quasi-standard for storing recordings and visualizing the sur-
faces of real objects in the digital domain. This quasi-standard can be explained by the
fact that many recording systems have to store the measured values very fast (data-stream)
and which does not allow an order (sorting) according to the contained object classes [63].
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This data organization as a simple list is sufficient since the data is represented as a three-
dimensional scatter plot. Humans can interpret scatter plots of point clouds very well and
they automatically add semantic content from geometry [64]. For the data recordings itself,
different contactless sensor types have become popular and can be distinguished as shown
in Figure 3 in active (e.g., LIDAR) and passive (e.g., photogrammetric) sensors.

Figure 3: Types of recording systems and the categorization by similar functional principles.
Active sensors (radar, LIDAR, RGB-D) send out a signal and determine the dis-
tance to the object on reception. Passive sensors such as cameras use multiple
images and corresponding points. Systemic data are surface models converted
into the point cloud format. Taken from PAPER 2.

Most point clouds of real objects are recorded by optical and contactless recording systems.
These contactless systems use either natural light (passive systems) or emitted light from the
measurement system (active systems). The light is reflected from the object surfaces and
travels back to a photo-sensor in the measuring system, where it is processed. The passive
systems use photogrammetric methods to create the 3D point cloud, such as Structure from
Motion (SfM) or Dense Image Matching (DIM). In DIM, corresponding pixels are determined
in two or more images. These pixels present the same image feature, for example a sharp
corner, an edge or any kind of shapes. The image features are used to determine the align-
ment of the images to each other (bundle block adjustment). Using the collinearity of the
images, a depth map can be created for each pixel in (2D space). By visualizing this depth
map in 3D space, a 3D point cloud is created [63]. A detailed outline of the DIM and various
developments are described in [65]. Recent enhancements in DIM use DL to improve fea-
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ture matching [66]. The DIM method has the advantage that images can be recorded faster
and with inexpensive sensor technology. Disadvantages are computationally intensive eval-
uation, a high noise of the point cloud, a dependence on the surface characteristics and the
influence of ambient illumination [67].

With active recording systems, the 3D point cloud is computed directly, no further processing
is necessary [68]. Active acquisition systems are depth imaging (Red, Green, Blue and Depth
(RGB-D)) cameras as well as LIDAR scanners. Depth imaging cameras record the reflected
spectral visible light and the distance to the surrounding objects. Time of Flight (ToF) [69] or
the Structured Light (SL) [70] methods are used. The function of these methods and their
differences are presented in PAPER 2. Depth imaging cameras are compact and can be
carried freely in space during the recording, so that multiple rooms are (completely) recorded
in one measuring loop. The relative easy usability and cheap price of depth imaging cameras
lead to a large number of point cloud datasets in indoor applications [71, 72]. Point clouds
recorded with these systems have a raster-shaped structure and very low resolution for a
single image. With the SL method, multi-pass effects are very rare, but the surface noise
is significantly higher for point clouds created with LIDAR scanners or ToF cameras [73, 74,
75] as well as PAPER 2.

Figure 4: Point cloud of a TLS measurement with measurement errors, noise and non-
uniform point density. Taken from [62] and adapted.

For surveying tasks and in outdoor applications, LIDAR scanners are currently preferred and
used in the form of TLS [7, 76] or MSS [20, 22, 77, 78]. These LIDAR scanners are nearly
independent from ambient light, have a very high acquisition rate (of more than 109 points
per second). Their range varies between 10 m to several 100 m [79]. Likewise, different
distance measurement methods, such as pulse travel time and phase comparison methods,
are commonly used, resulting in different patterns and accuracies in the point clouds, as well
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as different operational usages. Geometric accuracy evaluation of LIDAR scanners is the
subject of many studies in geodesy [80, 81, 82, 83] providing the basis for initial (geomet-
ric) evaluation of point clouds. All LIDAR scanners show typical patterns in the point cloud
as shown in Figure 4. These patterns include comet tails, multi-pass effects, round-offs at
edge, distance and surface dependent densities, acquisition gaps, and phantom points (er-
roneous measurements). These patterns have a measurable impact on automatic semantic
segmentation.

2.2 Big data and machine learning

Big data can provide the basis for generating new knowledge [84]. Typical examples for
big data are: industrial process data, business data, text data (emails or posts), image and
video data, or biomedical data [85]. Also, the 3D point clouds considered in this work are big
data. 3D point clouds require a high amount of disk space, representing a complex object
with different features and sometime with high repetitions rate. Big data is fast recorded
with little effort and contain hidden information for new knowledge. The knowledge is mostly
contained in features of the data and is extracted by data mining. A newer term for extracting
knowledge from big data is data analysis, which relates to use computers for processing [85].
Data analysis is done by using statistical, ML or DL methods. These methods are based on
models that describe the relationship between features and target data. Target data are
either categories (classification) or continuous values (regression) [86].

Figure 5: Four stages of the process for analyzing data. Inspired by [85, 86]

In order to analyze data, it must be managed in a data architecture. An overview of differ-
ent concepts of management, storage and provision of computational resources is given in
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[87, 88]. Data features, pre-processing, analysis and evaluation will be discussed in cor-
relation with workflow of data processing shown in Figure 5. This workflow includes data
pre-processing, selection and adjustment of algorithms, evaluation of previous steps on the
basis of key characteristics of a question and the application of the new data and information.
This process iterative in different stages.

2.2.1 Data

The basis of the analysis is the data and its characteristics that are described by meta data
(data about the data). The meta data need to be considered prior of any data analysis. By
using the meta data it can be investigated if the issue can be solved by this data. If yes it,
a algorithm can be selected [89]. The most important meta data are the data format, the
datatype, the feature type (variable type), and feature quality. All these terms are frequently
confused, depending on the discipline and perspective. To avoid confusion, these important
terms are defined below.

Common data formats are images, measurements from sensors, text passages, laboratory
results, measured values [86] and point clouds. For each data format exist several file for-
mats that structure the data in a certain manner [89]. The data format images png, jpg or tif
can be used. A Point cloud is commonly stored as pts, ply, bin and las file formats.

Depending on the data format, the data is binary, qualitative and (discrete or incremental)
quantitative. Binary data allows only two states, such as yes and no or true and false. This
data format is often expressed as 0 and 1 for better machine readability and they are discrete
quantitative values [90]. Binary values are required for category encoding (e.g., one-to-hot-
encoding) in ML and DL algorithms. Qualitative data has nominal and ordinal values. Nom-
inal values are categorizations, such as blood groups or semantic classes, that cannot be
ranked. Ordinal values are values in a fixed order, e.g. good, satisfactory or sufficient. These
values are usually expressed by discrete numbers, e.g., school grades. Quantitative data is
data that can theoretically take any real number and usually originate from measurements
[91].

The data content, the numbers or categories, are the properties of the dataset and are usually
referred to as variables. There are dependent and independent variables in most datasets.
The dependent variables will be formed from all or a subset of the independent variables.
Thus, dependent variables are aggregated variables that are usually the target variables of a
classification. For each variable there are several objects (data points) in the dataset, which
have a certain value for each variable. This values are the features of the objects and carry
the used information (Figure 6) [89, 90].

The independent variables must describe all the dependent variables as unique as possible.
In order to evaluate the suitability of data for processing with certain algorithms, certain con-
cepts have been developed for general data [87] and for traffic data [92], that evaluate the
quality of the input data or variables values (features). These concepts focus on character-
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Figure 6: Definition of variables, objects and features.

istics such as availability, correctness, relevance, completeness, actuality, consistency and
comprehensibility. Not all of these characteristics can be used for all data, therefor special
concepts have to be developed (PAPER 2). These concepts take the quality of the measure-
ment systems and other pre-processing steps as a foundation. More information on the point
clouds recording concepts and investigations for the quality of the recording can be found in
[83, 82].

2.2.2 Data pre-processing

The features of the different variables are not always directly usable, because they are dis-
tributed differently, have variable value ranges, contain data gaps, contain measurement
errors, are highly correlated, are formatted differently, or are too large for direct use. [89]
states that in many data analysis projects, 80% of the time is spent on data pre-processing.
The data pre-processing depends on the type of data, its recording system and the pur-
pose of the data (analysis) for the development of custom pipelines. Prior to this data pre-
processing, an evaluation of the data on possible information errors or limitations should
always be performed. This includes checking the suitability of the target classes and the
impact of unavoidable dataset bias for the task. The dataset bias is caused due to the fact
that a dataset can never contain all possible states. During algorithms optimisation (learning)
phase, the method always assumes that all possible states are represented. New data with
unknown states are discriminated by the model [89].

In most cases, the first step of data pre-processing is to split the data into meaning groups.
These groups can be defined by time or space. The second step is to examine the data for
major errors in the features of the individual variables. During this search, data gaps can
be detected and, if necessary, closed. In addition, major errors or non-plausible data are
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removed or corrected, if possible. The third step is the elimination of random errors, such
as measurement noise. This should only be done with filters that do not change the feature
appearance [93]. The fourth step is the selection of variables for the algorithms. This can be
done by hand (correlation of feature distributions), by algorithms (ensemble learning) or by
classifiers [86]. In particular for ML, the selection of variables is crucial for the success of the
classification [90, 94]. The fifth step is the transformation of the features into a uniform value
range. This can be a conversion of all values into a single unit, as well as the standardization
or normalization of the values. This is not always possible, because the variables contain
different characteristics of the data. In these cases, the characteristics must be transformed
into another feature space. The sixth step is the calculation of new features from the existing
ones. Redundant features can be aggregated or target classes can be created. The target
classes have to be set up according to the application [89, 93].

2.2.3 Clustering and machine learning

[89] distinguish data analysis for classification and regression. This distinction needs to be
further refined. Classifications can be further distinguished to avoid misunderstandings. The
different types of classifications are defined in PAPER 2. Following these definitions: Clas-
sification is only applied for single objects per data object. The semantic segmentation of
the raw point clouds (Figure 7a) is the classification of multiple objects in one scene by se-
mantic type. Usually there are multiple classes. Objects with same semantics are assigned
in the same class. Semantic segmentation is understood as forming clusters of objects that
describe an object or meaning in the real world (Figure 7c). Clustering is the creation of
object groups based on similarities of dependent or independent features (Figure 7b). In-
stance classification means that not the semantic classes but the objects themselves are
distinguished (Figure 7d).

Figure 7: Different classification types: a) raw point cloud, b) clustering, c) semantic seg-
mentation, and d) instance segmentation.

Figure 8 summarizes the frequently described and applied methods for semantic segmen-
tation and clustering of data and organizes them according to knowledge-based and data-
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based methods. In addition, a distinction is made between knowledge-based (black) super-
vised (orange) and unsupervised (green) methods.

Figure 8: Summary clustering and semantic similarity segmentation methods. Knowledge-
based clustering methods (black), data-based clustering methods (green), and
data-based semantic segmentation methods (orange).

In programming typically, knowledge is used to process and analyze data (knowledge-
based). This requires that the data content is known and can be selected via parameters
such as thresholds or number of objects searched. If conditions are met, clusters can be
formed using threshold selection [95] (e.g. threshold > a spectral value) or fitting a geom-
etry in the point cloud. Methods such as Random Sample Consensus (RANSAC) [96, 97],
require some parameters, such as number of objects and its shape, and randomly search
the data for these patterns to form clusters.

In addition to parameter-based methods, which are highly dependent on a-priori knowledge,
data-based methods are an alternative that learn the relationship between data and target
class from the data itself. Three categories for data-driven approaches are described in the
literature. These are supervised learning, unsupervised learning, and reinforcement learn-
ing. In supervised learning, the target variables are known and the algorithm learns or deter-
mines the relationship between features and the target variables. In unsupervised learning,
no target variables are given and a fix or an unspecified number of clusters with high similar-
ity in the features is formed. Reinforcement learning is based on the idea of trial-and-error.
The algorithm performs the classification task many times and gets feedback at the end of
each pass indicating whether the classification is correct or incorrect [98].The last method is
usually not used for semantic segmentation.
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Unsupervised learning is used primarily for clustering data objects. Thereby, differences
and similarities in the features are determined e.g. via static method, feature orders or trans-
formation in another feature space [99]. Discriminating methods, such as edge detection
[100] or Principal Component Analysis (PCA) [101, 102], define differences by boundaries
in the feature space. Based on these boundaries (or thresholds), the unlabeled clusters are
formed. Generative unsupervised methods, such as graph-based methods [103, 104], Re-
gional Growing (RG) [105], or k-Means [106], start at one or more starting points and grow
around the object points that have the greatest similarity. The resulting areas and structures
are the unnamed clusters. Using user knowledge or data-based methods, the unnamed
clusters become classes.

Supervised learning methods, such as Naive Bayes [89, 107, 108], Logistic Regression [89,
109], k-Nearest-Neighbors (kNN) [86, 110, 111], Support-Vector-Machines (SVM) [86, 112,
113], andDecision Trees (DTs) [108, 114] use target variables to optimize the learnable model
parameters. In addition to the learnable parameters, each ML method has additional param-
eters that must be specified prior to training. These are called hyperparameters (HPs) and
include the algorithm itself, the proportion of training and test data, learning rates (LRs), and
stopping criteria. The HPs are discussed in PAPER 3. The previously mentioned methods
are mostly classified as weak ML. They allow direct semantic segmentation for a predefined
defined set of classes. The labeled data is needed for this purpose (section 2.3). The adjec-
tive weak refer to the fact that the features are used directly for semantic segmentation and
no depth features are formed from the raw features. This requires that the necessary inde-
pendent variables have been optimally chosen and that the features are free of gross errors.
Data pre-processing has an even larger impact than in DL [86]. To make the methods more
robust for varying data, Ensemble Learning (EL) methods such as Random Forest (RF) [115]
were developed. RF use multiple DTs and all are trained under different conditions. The re-
sults are combined using methods such as voting, bagging, stacking or boosting. EL also
uses different combinations of independent variables to minimize the influence of correlated
or irrelevant independent variables. The EL leads to a measurable increase accuracy for
most applications [86, 116].

2.2.4 Deep learning

DL methods are usually more robust to errors and major changes in features than ML meth-
ods, such as SVM or RF. They have become very important with the rise of big data, as
they find hidden patterns in large and complex datasets [117]. Commonly, DL is used as a
synonym for Artificial Neural Networks (ANNs). The functionalities, the different types, as
well as the advantages and disadvantages of ANN are briefly explained in this section. The
use of ANN for semantic segmentation of point clouds will be discussed in more detail in
section 2.6.

An ANN is a mathematical-technical model of a natural neural network such as those found
in brains [118]. There are static and dynamic components in the ANN, which are controlled
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by the initial HPs. The static components are the processing unit (neuron), the connections
(weights) and the network topology (network architecture). The learning phase and the pro-
cessing phase are the dynamic components [117].

Figure 9: Neuron and network architecture: a) Neuron architecture and function. a) Simple
ANN with input and output layers. b) ANN with a hidden layer. Inspired by [119,
120]

The neuron is an independent unit that performs a partial operation of the network. The
neuron processes the numerical information by aggregating its input and calculating a new
actuation value with a (typically nonlinear) function (Figure 9a). Step-, Sigmoid- or ReLu-
functions are used. Neurons are organized in layers and forward parts of the information to
other neurons. The simplest ANN consists of only two layers and can only be used for linear
problems (Figure 9b) [120, 121]. The input layer has as many neurons as there are inde-
pendent variables in the dataset and forwards them to the output layer or, in more complex
networks (as in Figure 9c), to the hidden layer. In the output layer, there is one neuron for
each target variable. The layers are connected by weighted and directed graphs. If all neu-
rons of one layer are connected to all neurons of the next layer, this is called fully connected
(FC) layer. Also, sparsely connected (SC) layers where some neurons have connections
are frequently used. Information can flow in all directions. In practice, for static classification
tasks, the feed-forward (FF) architectures have become most popular. The FF architectures
feed information from the input layer through all hidden layers to the output layer. The output
layer provides a quasi-probability for each class. A classification function (e.g., Softmax) is
used to perform the interpretation of the output layer results. During the learning phase, a
large number of features along with the labeled class (training data) are fed into the ANN and
after each pass, the loss is determined across all learning samples. By comparing network
predictions and target data, the network loss is determined. This loss needs to be minimized
by optimizing the weights on the graphs using back-propagation [119, 120]. After the network
has been trained several times and the loss value is minimized, the ANN can be tested with
independent data (section 2.2.5). Once the test parameters are finalized, the ANN can be
used in the processing or inference phase [98, 117, 122, 123].

A special type of ANN uses equal weights for all inputs (share weights). These inputs are
images or 3D data and carry information in the arrangement of features (neighborhood de-
pendent data). Commonly, ANNs for this kind of data are called Convolutional Neural Net-
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works (CNNs) [124]. Using CNN, each feature of each variable is loaded as a 1D, 2D or
3D tensor. For each network feed, there are as many tensors as there are variables in the
first layer. To extract depth features, each tensor is multiplied by weights of a feature map
(F-map) and these products are summed up, so that a new depth feature is created from all
input variables. The F-map is a tensor, with a fixed width and length (usually a few entries
large), that is shifted over the input tensor such that the new features remain local. There
are multiple F-maps for each convolutional layer (Conv layer), so several feature variables
are given to the next layer. The F-maps correspond to the weights in the ANN. When the
F-map is longer and wider than one entry, the width and length of the net feature tensor will
be reduced (Figure 10). Stronger features are formed by convolution and pooling layers.
Commonly, the classification step is done with a FC layer [71, 118, 120, 125].

Figure 10: Function of the one Conv layer at a CNN. Inspired by [120].

Figure 11: Common CNN-Architectures for semantic segmentation. a) Encoder-Network
and b) Encoder-Decoder-Network

Special CNN architectures are the shared Multi Layer Perceptron (MLP), Encoder-Networks
(EN), and Encoder-Decoder-Network (EDN). These are often used in semantic segmen-
tations. The MLP is strictly an ANN, such as in Figure 9c, and unit to extract features from
data inputs. By implementing this unit with a 1D CNN, more operations with identical weights
can be performed in parallel [126]. EN encode the input data to depth features by chained
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Conv layer and used at the end a FC layer to classify each point (Figure 11a). This method
is used for sparse point clouds or classification questions [127]. In the EDN, the features
are encoded and summarized in the encoder phase. In the decoder phase, the features are
expanded to the number of input points and decoded (hierarchical approach) [128]. Features
can be shared between encoder and decoder layers of the same size through connections
(Figure 11b).

An alternative way to distribute information between inputs is to use Recurrent Neural Net-
works (RNNs). RNNs inherit information from previous inputs to the current input and subse-
quent inputs. The value of the previous information become lower over the time (Figure 12).
RNNs are mostly implemented in the form of Long Term Short Memory (LTSM) networks,
which are explained in [129].

Figure 12: ANN with a recurrent layer. The outputs of the recurrent layer is used as additional
input in the next pass. With time the inputs become less meaningful, so that its
influence is lowered via weights.

Compared to most other ML methods, ANN and CNN have a high learning capacity, when
large training datasets are available. They can be efficiently adapted to new tasks, once
the infrastructure for training is set. They usually generalize better than ML methods and
are more robust of errors. Disadvantages of DL are long training times, lack of to small
traceability of the learnable parameters and there is a need for large amounts of training
data [117, 120].

2.2.5 Evaluation scheme and metrics

Most algorithms use intermediate classification results to optimize the learnable parameters,
thereby validation is already part of the learning. This validation is done using only very
few metrics, which mostly describe the semantic accuracy. Typically, in supervised learning,
Overall Accuracy (OA) and loss are used. In reinforcement learning, binary answers (false
or true) are given. In non-supervised learning, no validation occurs during learning in this
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sense [89]. The validation during learning gives insufficient information to evaluate the per-
formance of the trained model on new similar data and for each individual semantic class.
Before a model can be productively applied, a full evaluation of the model with unknown data
must be performed. This must provide information on semantic sensitivity (recall) and speci-
ficity (precision), evaluate the choice of HPs, and provide other metrics such as geometric
accuracy [108].

The basis for the evaluation is a ground truth (GT) dataset that is used to validate whether the
classification for each data point is correct. If this is the case, the point is considered to be true
positive (TP), if not, the point is considered as false positive (FP) in the predicted class and
as false negative (FN) in the true class. This classification of points is usually presented in a
confusionmatrix [90] (Figure 13) and is the basis for computing other semantic metrics, which
[108] describes in general terms. A review of metrics in point clouds is done in PAPER 2.

Figure 13: Confusion matrix for the example of three classes. TP = true positive, FP = false
positive and FN = false negative. TP of the one classes is equal to true negative
(TN) for all other classes.

The automatic classification methods have a large number of HP that have to be customized.
The correct choice of HP is the prerequisite for optimizing the learnable parameters and suc-
ceeding in classification. In a broader sense, the training of the model is not complete after
training of the learnable parameters. Rather, this is only one pass of the integrative optimiza-
tion of the HPs. This optimization with various manual and automatic methods is presented
for general models in [90], for ML methods in [86, 108], and for DL methods in [130]. In
PAPER 3, DL methods are reviewed in detail. Evaluation using non-semantic metrics is
necessary for special (e.g., geodetic) issues, but is rarely presented in the literature.
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2.3 Manual semantic segmentation for point clouds

Semantic point clouds are the basis for creating surface models [4], developing BIM appli-
cations [131], building the navigation basis for autonomous vehicles [47], and developing
algorithms for automatic semantic analysis of 3D point clouds [39, 132]. Manually enhanc-
ing point clouds by segmenting the individual objects in the point cloud and assigning a label
is named as point cloud annotation. Point cloud annotation is a very complex task that is time
consuming and most often performed by experts [133]. To speed up this task and allow less
experienced annotators (e.g., crowd workers) to do this, various software tools have been
developed to make annotations more reliable and simple. A brief summery of these tools
and providers of these services (Data as Service) is given in the following. These tools and
their described functionalities form the basis for the PCCT. The motivation of the PCCT is to
produce independent, reliable, fast and without additional costs test data for examinations,
as there were only few similar tools available at the beginning of this thesis (section 3.1).

The literature review on various manual (open-source and commercial) tools for semantic
segmentation of 3D point clouds shows that eight properties of the tools are relevant. These
properties are visualization of the point cloud, big-data-capability, tools for segmentation,
multi-user capability, adaptability to new circumstances, feedback capability for annotators,
semi-automation, and annotation evaluation. An overview is given in Figure 14. A selection
of the reviewed tools for semantic segmentation of point clouds, showing methods diversity,
is presented in Tables 1 and 2.

Figure 14: Requirements for a point classification tool.
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Table 1: Commercial tools for semantic segmentation of 3D point clouds, which are not re-
lated to a specific scientific work. Abbreviations: Bounding box (BB), offline tool
(OT), web service (WS).

Tool name Selection Application OT / WS
(AutoCAD) Recap [134] Freehand, filter, fit, polygon TLS OT
PointCab [135] Freehand, filter TLS OT
AWS SageMaker [136] By own design All WS
basic.ia [137] BB, semi-automatic Auton. driving WS,
scale [138] BB, semi-automatic Auton. driving WS
Point Cloud Technology [139] Data as Service All WS

Table 2: Open-source software for semantic segmentation of 3D point clouds, which are not
related to a specific scientific work. Abbreviations: Bounding box (BB), offline tool
(OT), web service (WS) and Robot Operating System (ROS).

Tool name Selection Application OT / WS
Cloud Compare [140] Freehand, filter, fit, polygon All OT
MeshLab [141] Freehand, polygon All appl. OT
Multi-Label PC [140] RG All appl. OT / ROS
Go Then Tag [142] Solid fit, pencil All appl. OT
PC Annotate [55] Solid fit TLS, Auton. driving OT
SemanticKITTI [53] Freehand, brush Auton. driving OT
3D Annotation [143] BB, semi-automatic Auton. driving OT
LATTE [144] BB, semi-automatic Auton. driving OT
3D BAT [133] BB, semi-automatic Auton. driving WS
SAnE[145] BB, semi-automatic Auton. driving OT

Visualizing 3D data and navigating through it on a two-dimensional screen is described by
[146] as a central problem, because the data can only be seen from one perspective, which
leads to mistakes in interpretation [147]. [146, 147] address this problem by visualizing the
data on a 3D display wall and use a touch screen table for navigation. The idea of processing
3D data in a 3D space is also addressed by the PointAtMe application [148], which uses
virtual reality (VR) glasses for visualization. The annotators wear VR-glasses and can move
freely through the point cloud. The annotators segment and classify individual objects via
the controllers by placing a bounding box (BB) around the points belonging to an object. All
other tools from Tables 1 and 2 use a standard 2D screens for the semantic segmentation
on which the point cloud is displayed in a predefined perspective [143] or as a free navigable
model. The free-perspective choice is default.

The free perspective choice is advantageous for manual segmentation of objects of different
sizes. This option allows to look from any angle and at any zoom level at the areas to be pro-
cessed. However, using this option requires that the point cloud can be loaded in a very high
resolution, ideally without delays. Fast loading is an aspect that concerns big data capability
and is usually implemented by splitting the point cloud into 3D tiles. The 3D tiles are usually
realized by kd-tree or octree methods. These methods organize the point cloud hierarchi-
cally, so that only the necessary data section is completely loaded at any given time. The
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methods kd-tree [149] and octree [150] are state of the art in mass data processing [142].
The choice of a hierarchical structure has a great advantage for visualization, because the
point cloud can be used in full detail. However, for segmentation, this partitioning can be dis-
advantageous, because during segmentation the storage structure is changed and has to be
recalculated again. In practical applications (e.g., Recap [134]), it is observed that these cal-
culations can be reduced if only all points of other classes are deleted from an existing data
structure. By deleting the points, the existing data structure remains unchanged and does
not need to be recalculated during segmentation. Loading the point clouds with all features
into the working memory (direct user access) is very time-consuming, so in many applica-
tions only parts of the dataset can be loaded and processed at any given time. The coarse
subdivision is usually done according to semantic aspects, such as roads [53], measurement
drives [47], recording stations or rooms [27]. Seldom, permanent database systems (e.g.,
MariaDB and PostgreSQL) are used for benchmarks, because the data is meant to be ex-
changed. In addition, folder-based data storage, portable databases such as 5h or SQLite
are sometimes used. These formats have the advantage that the data can be loaded via
Structured Query Language (SQL) commands efficiently by several users at the same time.
Besides solutions for temporary and permanent storage of point cloud data, the filtering of
the point cloud according to point cloud density or geometrical aspects is an important as-
pect. Many manufacturers of recording systems offer optimized parameter-based filters in
their own software for point cloud pre-processing or general static filters, such as Statisti-
cal Outlier Removal (SOR) [151] or Voxel-Subsampling and Fast Cluster Statistical Outlier
Removal (FCSOR) [152]. It is important that the geometry of the object is not changed be-
yond what has been done by the recording system and that, known measurement errors are
minimized.

The annotation of the point cloud consists of segmentation and classification. Traditionally,
for segmentation, a perspective is selected in which the object to be classified can be rec-
ognized well. The object is separated from the environment with a polygon or lasso and as-
signed to a semantic class [147]. Besides the free-form polygons or lasso using the mouse,
the selection of points is often done by brush technique (sweeping over an area with the
mouse) [53], placing BBs over the object [145] or selecting by parametric 3D solids [55]. The
selection of points by parametric 3D scenes is done purely by humans, who interpret the 3D
scenes differently, variate in the degree of careful work, and are different good trained for the
task. This is concluded by [143] under the factor of human error. To minimize this occurring
factor, segmentation is often considered as a control screw for automation. The approaches
for the automatic geometric segmentation can be summarized in five main methods and
one mixed method (hybrid methods). These basic segmentation methods are revisited in
section 2.5 and used in a modification for the dataset point cloud. The basic segmentation
methods are according to [147]:

• Edge-based segmentation.

• Reginal grow.

• Model fitting.

• Traditional Machine Learning.

• Deep Learning. 22
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• Hybrid methods.

For a detailed description of the main methods and examples,references are made in Table 1
by [147]. The list can be extended by the object tracking respectively instance datasets, such
as applied in autonomous driving [53, 55, 145].

Multi-user capability plays a minor role in many scientific manual semantic segmentation
tools as the datasets are mostly shared by the researchers as in [41, 53, 55]. The anno-
tators mostly process one assigned sub-dataset locally with a specifically developed tool or
according to a process description [41, 153] for a general point cloud processing program,
such as Cloud Compare [154]. Especially when special hardware, as in [148], or extra pow-
erful hardware [134] is used, the scalability by the number of workstations is usually no longer
efficient and economical. Multi-user capability is mostly implemented in the scientific context
by crowd-working-services (CWS), such as Amazon-Web-Services, also known as Amazon
Mechanical Turks [136]. For example, this is propagated in [133] and considered during
software development. Few applications [155] are identified that use the AWS or similar
services. Commercial service providers, such as basic.ia or scale, provide multi-user web
applications for various data classification tasks or deliver ready-labeled data. [55] explain
in their discussion of the category of annotation tools, that few information is known about
the process, the data accuracy and the data privacy.

The commercial annotation services for point clouds focus on the market of autonomous driv-
ing. This is done by the BB selection of the data, the initial class sets that primarily include
traffic participants, surface types, and street furniture, and the trajectory-optimized visualiza-
tion and processing. Also, many scientific works, such as [53, 55, 143, 144, 145], are opti-
mized for autonomous driving. However, most of these annotation tools are transferable to
mobile mapping applications, because the class selection in these is adaptable or already in-
cludes most classes for outdoor applications. Traditionally, indoor point clouds are captured
with RGB-D cameras, so semantic segmentation is done with 2D annotation tools, such as
LabelMe [156] or the tools described in the review by [157]. Point clouds that are sourced by
TLS are predominantly annotated using Cloud Compare or commercial applications, such
as Recap [134] and PointCap [135]. These tools are optimized for viewpoint-based record-
ing. Each annotation method is usually developed for a specific dataset (data format) and a
specific task, and usually requires major effort to adapt to a slightly different application.

The evaluation of manual semantic segmentations and the related feedback and training
of annotators are reviewed in detail in PAPER 2. In addition to the statements there, the
experiences of [54] can be followed for the training of the annotators. They emphasize the
selection of the annotators, the previous experience, an intensive training phase before the
proper task and an annotator-bias (individual errors).
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2.4 Training data for point cloud applications

ML and DL methods depend on the data they are trained with. Since the creation of datasets
is very labor-intensive and cost-expensive (section 2.3), scientific datasets are shared via pri-
vate websites or repositories [40, 53, 158, 159, 160]. The open-source sharing of large point
cloud datasets support many algorithm and application developments. Many of the datasets
are related to a specific application (e.g., projects in archaeology [161]) or the development
of a new semantic segmentation method [77]). However, this is only advantageous for ap-
plications where a large number of datasets is available. For example, many datasets are
available for autonomous driving [53, 159] and can only be used for this applications or rated
use case, due to the class sets and segmentation type (e.g., BB). In principle, these point
clouds (with a different semantic enhancement) could also be used for BIM or city models.

Point cloud datasets have a variety of characteristics, summarized in Figure 15. This set of
characteristics are create from [72, 162, 163]. PAPER 2 describes a selection of datasets and
outlines the characteristics of recording systems, meta data, semantic segmentation, work-
flow, applications validation and purpose. These characteristics are usually incompletely
described and there is no standard for meta data of training data and benchmarks. This
fact limits the usability and the comparability. Among others, the datasets SemanticKITTI
[53], Semantic3D.net [40], TUM-MLS-2016 [153], are documented almost completely and
describe the creation in detail.

Figure 15: Characteristics of semantic point cloud datasets with main attributes.

Datasets of synthetic data derived from models become more and more popular. Initially
synthetic datasets were mostly limited to single objects [164], but in recent years the creation
of point cloud datasets for complex scene for autonomous driving [165], outdoor scenes
[166] and building modeling [131, 167] have been developed. These data can easily and
automatically annotated, but can not represent real measurement errors, gaps and other
influences for automatic semantic segmentation.

24



2. State of the art

2.5 Machine learning methods for point clouds

Semantic segmentation of point clouds is not always realized by using the complex and
computational expensive DL methods. Alternative methods cluster points by similar fea-
tures, form boundaries based on a-priori knowledge or boundaries detectable in the data,
fit geometric primitives or create surface models, or use ML-based clustering and semantic
segmentation methods. In addition, in applications the processing can be directly integrated
into the extended measurement process by using overlapping point clouds [168]. Advan-
tages of this method is low computational costs, a low entry level (knowledge and technical
equipment), and a high acceptance and traceability of the results.

A categorization of the methods mentioned above can be done according to [72, 169, 170]
by basic types as shown in Figure16. These basic types include clustering, classification,
and semantic segmentation methods and will be briefly explained using some examples. In
many cases, these methods are combined to efficiently and accurately form semantic seg-
ments in a point cloud. [171] combine two clustering methods and use a DT for classification.
Combinations of cluster- and DL methods are also applied by [172]. Statistical and ML meth-
ods are often used for data pre-processing or post-processing. Typically methods are kNN
or K-means as well as calculate the variances.

Figure 16: Methods for clustering and semantic segmentation. Left: Methods from ML for
direct semantic segmentation. Right: Methods for clustering based on feature
similarities.

Edge-detection methods are predominantly used for 2D images, because 3D segments
usually cannot close [173]. A projection of the point cloud on a plane is a necessary pre-
processing step. For the projection panoramas and Bird’s Eye View (BEV) 2D representa-
tions. BEV are commonly used in navigation applications, for autonomous driving or for the
creation of floor plans. Threshold functions applied on the 2D representations can be used
to detect feature boundaries, such as Red, Green, Blue (RGB) changes, and make sepa-
rations within the data. These boundaries can be used to create segments, which can be
transferred back to the 3D space or to the point cloud in a subsequent step [27].
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The original variant of RG method requires one or more starting points, from which a cluster is
formed based on similar features, such as the local neighborhood. In the case if a threshold
for the internal homogeneity of the cluster or a too large difference of neighboring data points
is detected, the growth of the clusters stop [174]. Besides this bottom-up approach, there
is a top-down method where an entire cluster is divided into sub-clusters. RG is usually
used in combination with other clustering and semantic segmentation methods. Rasters,
voxels, graphs or sub-segments are the most common input formats for RG. Also, clusters
can be converted to these data formats to downstream other methods. [175] use RG in a
two-step process by forming initial elliptical sub-segments that are transformed into a graph
structure and clustered as a minimum spanning tree in case a particular threshold is met
(Figure 17b). [176] use a graph that grows directly on the point cloud, investigating the
optimal edge parameters. In order to separate foreground and background objects, [177]
use a growing kNN graph (Figure 17a) and introduce a penalty parameter for background
points. [178] take a similar approach and transfer individual scans from a multi-profile laser
scanner into a graph connecting adjacent points (Figure 17c). Using edge operators, the
graph is transformed into sub-graphs that represent the geometry of individual objects. A
common strategy for large point clouds is to convert the points into a voxel structure. Based
on the voxel structure, a graph-based segmentation can be performed [103]. An additional
strategy is the use of this voxel-segment-structure for a parameter-based classification of the
segments [179].

Figure 17: Different graphs used as intermediate step for semantic segmentations. a) kNN-
graph with k = 4 nearest geometric neighbors. b) Minimum spanning tree by
feature value. c) Graph with all adjacent connections for each point. Color of the
point indicates the feature value.

The most popular model-based methods for segmentation are the Hough Transformation
(HT) [180] and the RANSAC method [97]. Originally, the HT is a 2D method to detect circles
and lines in images. These planar geometries are used to create semantic segments. In
HT, the cartesian coordinates of data points are projected into a HT space, which consists of
grid cells and can have different geometric projection surfaces. Using a voting procedure per
grid cell in the HT space, the most likely shape and position of the geometries are detected.
An overview of the different variants of HT, and the enhancement for a plane detection in 3D
point clouds is presented in [181]. Nowadays, the RANSAC algorithm in the version of [96]
is a method in which simple primitives, such as planes, spheres or cylinders, are randomly
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fitted into the point cloud. A best-fit transformation between point cloud and primitive is
applied. To increase efficiency, the parameters and the number of primitives must been
known. The advantage of these two model-based methods is that already parameterizable
models are obtained in addition to the segments. Parameterizable models are the desired
output products, especially for building and construction modeling [182].

The following methods are closely classified as ML and include DT and RF algorithms. In-
frequently, SVM and logistic regression are used in the context of point clouds. ML methods
are well established to produce reliable and accurate semantic segmentation results when
the HPs are known and correct features are selected. Several papers [39, 41, 94, 183, 184,
185, 186] explain the significant HPs and explore the features variables in detail. A work-
flow to consider all these influences is shown in Figure 18. These influences are neighbor-
hood selection, feature extrusion, and feature selection. Strategies to determine the optimal
neighborhood (size or number of points) in the case of heterogeneous point cloud densities
are developed and experimented. For this purpose, the eigenvalue-based features flatness,
curvature, or entropy are usually computed and used for sub point clouds [39]. Besides mea-
sured features, such as RGB values, intensities, and coordinates, mix features and features
concerning the local distribution (e.g., eigenvalues or point densities) are used [187]. Using
methods such as PCA, the dominant, uncorrelated, and significant features are determined
in multidimensional feature space. This is necessary because the semantic segmentation
performance can be lowered by correlated features and the computations get unnecessarily
complex. The author of this work believes that there is great potential for transferring this
approach to DL application, even though DL methods are not directly dependent on feature
selection. Approaches to this research and initial findings are discussed in section 5.2.

Figure 18: Workflow for semantic segmentation with ML. For non-DL methods, the initial fea-
tures are important for the success of the semantic segmentation method (green
boxes). In unsupervised methods, clustering and classification are separated
commonly in two steps (yellow boxes). In supervised learning, it is usually done
in one step (orange box). Inspired by [94].
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Data transformation, feature analysis, and various clustering and classification methods are
concatenated in complex workflows (Figure 18) and benchmarked against DL methods.
Comparisons show slightly minor semantic accuracies in most applications [188]. RG for
coarse segmentation refined with RF are combined using indoor point clouds as an example
in the work of [189]. For the reconstruction of historical buildings [190, 191, 192] apply the
above discussed methods and ideas in workflows for semantic segmentations with a RF.

2.6 Deep learning methods for point clouds

In the semantic segmentation of image content, DL networks show a performance that sur-
passes traditional ML methods [188]. This leads to the enhancement of models for the
three-dimensional domain and to the development of different approaches for the seman-
tic segmentation of point clouds. An overview of the central DL developments of the past ten
years is presented in the following1, by a categorization of network types and the method
pipelines on the basis of the input data formats. The input data format is the format in which
the point cloud fed into the DL network architecture. In this context, projections into 2D do-
main are early approaches2, which were followed 3 by 3D structured DL methods. Recently4,
point-based approaches have been intensively researched and are the most popular ones
when high accuracy is required. This coarse method categorization can be further refined
by sub-types, as shown in Figure 19.

Figure 19: Method characterization of DL network architectures for semantic segmentations
by input formats and applied architectures.

1The research questions of this work base on these methods.
2From 2014 to 2016
3Since 2015
4Since 2017
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In addition to the methods that can usually be categorized clearly, there are many combi-
nations of approaches. For example, [193] first transform the point clouds into cylindrical
coordinates, convert them into a voxel grid and processes them by a FC network. Finally,
a point-wise classification is performed. A voxel structure transformation is performed by
VolMap approch, which transforms the point cloud into BEV perspective, making the geo-
metric height a feature value. The processing is done with 2D CNNs and the pixel labels are
passed via the voxels to the point cloud [194]. In LatticeNet [195] and VV-Net [196], the grid-
based and point-based architectures are intertwined to discover local and global features.
In LatticeNet, the point cloud is firstly converted into the form of a lattice and processed us-
ing an encoder-decoder architecture in which PointNet layers exist [195]. VV-Net focuses
on the local relationships within a voxel cell, which is encoded by a sub-CNN to provide
depth features as input for a group-based 3D CNN. Finally, the semantic segmentation is
performed using a PointNet layer [196]. In the following, the general characteristics of the
DL network architectures are presented at the beginning of each section followed by specific
modifications and extensions.

2.6.1 Semantic segmentation with 2D projection-based deep learning methods

A 2D projection-based method transforms a point cloud with 3D geometric variables (x, y, z)
into a geometric 2D format with the variables x and y. The spectral features do not change
by this transformation, but the reduced geometric variable (e.g., z) can become a spectral
or radiometric variable. The transformation usually results in representing the point cloud
as an image. An image consists of discrete pixels and has a fixed width and height. In the
following, variables x and y become width and height (BEV case). The transformation from
point cloud to image transforms the points into a discrete format (pixels), so that a neigh-
borhood relationship can be built through the pixels. With the transformation, the features
of the points are passed into pixels, thus it is possible that several points describe the con-
tent of one pixel. Due to the transformation, the content of the point cloud is generalized,
which is a central weakness of projection-based methods (Figure 20). Points that occur in
different ranges, but are at the same location, are combined this way. Usually these points
belong to different semantic classes. The major advantage of transferring point clouds to the
image is that the established semantically highly accurate and very fast CNNs for semantic
image segmentations such as AlexNet [197], U-Net [128], Yolo [198, 199] and others, can
be applied [163, 200].

Applications of autonomous driving and robotics use projection-based methods frequently.
In these applications, the point clouds are usually very sparse, very reliable (binary) seg-
mentation is required, and the sensors measure in one fix direction of view, such as BEV or
windshield view (WV). For BEV applications, methods are developed by [201, 202]. Point
clouds in for application purpose are recorded with a profile scanner scanning horizontally
the environment of a vehicle. Along the z-axis, the point cloud is mapped into a raster image
with pre-defined width, heights, and pixel size. The raster image (Figure 20) is evaluated
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Figure 20: BEV projection. The point cloud is oriented along the z-axis and transformed into
a raster plan with fix a fix raster structure.

with a FC network. In the interference phase, the passable area of each scan is semanti-
cally segmented in a few microseconds with approximately 90% recall and 90% precision5

[202]. Following this task and approach, [203] have developed a similar method using the
LoDNN Network [202] for semantic segmentation. There, in addition to the geometric fea-
tures, features such as pixel densities are used in order to take generalization into account.
Furthermore, WV point clouds are semantically segmented with the U-Net [128], after they
have been transformed into a panoramic image. Different resolutions of the panoramic im-
ages are evaluated with the U-Net and then the sub semantic segmentations are combined
to a joint one using thresholds. Its performance is validated on the SemanticKITTI bench-
marks [53, 204] and is close to 90% for recall and precision. SurfConv [205] and PIXOR
[206] aim to detect individual objects, such as other cars, pedestrians or cyclists, which are
of a particular interest in the point cloud. This is done in the first steps as described above.
The semantic segmentation is performed using a CNN chained by FC layer, where the FC
layer is used to express the location, orientation, and reliability of a BB that envelops the ob-
ject. The accuracy of semantic detection varies between an average precision of 55% and
75% [206]. A complete semantic segmentation of WV scenes are intended with the methods
SqueezeSeg [58], RangeNet++ [207], LU-Net [208] and SalsaNext [209]. These methods do
not differ fundamentally in the scheme of data processing. In all works, the point clouds are
projected onto a sphere, which is then unrolled as a panorama (Figure 21a). Furthermore,
different improvements for the geometric resolution are developed and applied. The back
projection from the image to the point cloud is addressed and optimized by a kNN step [207]
and Conditional Random Fields (CRF) [58]. Besides U-Net, Darknet53 [199], SquezzeNet
[210], andResNet-18 [211] are used and adopted. The performance of these methods varies
from 52% to 60% 6 Intersection over Union (IoU).

TLS point clouds and point clouds generated with mobile MSS have a much higher density
and cannot be mapped from a single perspective. Points would be missed by occlusions

5Published by the developers.
6Validated on the SemanticKITTI dataset by [46].
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Figure 21: Projection of a 3D point cloud into (2D) image. a) Spherical or cylindrical projec-
tion. b) Multi-view-image projection and transformation.

during semantic segmentation or the geometric context would not be identified. Multi-view-
image approaches (Figure 21b) are developed by [212, 213]. The point cloud is considered
as a surface and a mesh is computed from it. [212] use randomly generated images that
represent completely the mesh at different distances and rotations. These images are se-
mantically segmented with EDNs, such as U-Net and SegeezeNet, and the semantics are
projected back onto the mesh. From this, the semantic information is transferred to the point
cloud. The approach of [213] use planes that tangentially intersect the point cloud in one
point. Starting from this point, all neighboring points in small area round that the tangential
point are projected into the plane, and the areas without information are completed by inter-
polation between points (Figure 22). The plane is overlaid with a pixel grid and all images
are semantically segmented by U-Net. The IoU for these methods varies between 51% and
67%7.

Figure 22: Projection of the points onto a tangent plane. Creation of a multi-view image
(Simplified 2D illustration).

A recent work use 2D CNN for semantic segmentation of 3D point clouds by using the record-
ing profiles [214], fuses the point clouds with other data such as images [215], or uses 3D
CNN in air-born laser scanning (ALS) analysis [216]. [214] use a profile laser scanner that

7Validated by developers on the Semantic3D.net dataset [40].
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generates a 2D point cloud. This point cloud is transformed into a raster image and evaluated
with a 2D CNN. In the data fusion method, [215] use images for the semantic segmentation. A
mobile mapping system captures the images synchronously to the laser scans. The seman-
tic information is generated in the images and transformed to the point cloud. This method
requires a very accurate synchronization and calibration of the scanner and the cameras.
3D CNN have a wider geometric dimension and convolute the dataset in three directions.
This is computationally intensive, so [216] additionally transform the ALS point cloud into
orthophotos.

In addition to raster-based 2D CNN, lattice representations of the point clouds are used.
The lattice approaches use a bilateral Conv layer [217] to transform the point clouds into the
2D structure. They could be processed with 2D CNN. Advantage of these methods is that
3D points and georeferenced images can be fused, as in SPATNet [218], and be used for
semantic segmentation.

2.6.2 Semantic segmentation with 3D grid-based deep learning methods

In the context of 3D grid-based DL methods, point clouds are converted into 3D raster struc-
tures for evaluation with CNNs. These can be voxel-based, tree-based or lattice-based. This
intermediate format allows to apply Conv layers convolut in three dimensions (3D CNN). Most
of the 3D CNN architectures are based on the 2D CNN architectures [219] applied to raster
images. For semantic segmentation, EDN and EN with a FC layer are used, which assign a
class to each voxel. By interpolation in the 3D space, the labels are transferred to the points
or further refinements of the semantic segmentation are performed. A general pipeline for
these methods is shown in Figure 23. The advantage of using 3D CNN is that the information
is preserved in all dimensions and the segments are not mixed in the reduced dimension.
A majority of 3D CNN networks commonly merge multiple points into one voxel, so that the
data is generalized as well (Figure 24a). The main disadvantage of 3D CNN compared to 2D
CNN is that the application and training times are significantly increased, since the number
of operations is potentiated. This has led to many early architectures consisting of few layers
[124] and the voxel structure being transformed into an occupancy grid (Figure 24b) [220].

The EN with FC layer performs a classification for each network input. In VoxNet, the detec-
tion of objects in the point cloud is performed with such an architecture [124]. [219] proceed
identically, but only label the voxel representation. For the transfer from voxel to point, an
intermediate step is introduced that takes into account the distance to the voxel center point.
[40, 221] use a sub-voxel grid computed for each point as network input. Small-dimensional
Conv layers with 16 x 16 x 16 voxels are used as a basis. In the architecture of [40], the local
neighborhood is additionally considered by using voxel grids with five different voxel edge
lengths (2.5 cm to 40.0 cm). For each of these five voxel grids, a VGG16-like [222] network
architecture that is extended as 3D CNN is used. All the sub-CNN results are combined and
the classification is performed in the FC layer.
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Figure 23: Workflow semantic segmentation utilizing 3D grid structures. Top: The entire
point cloud is transferred to one grid. Iteratively, several voxels are fed into a 3D
CNN. The voxel grid is semantically segmented. The information is passed by
interpolations to the point cloud. Bottom: A sub-voxel grid is created for each
point. Each sub-voxel grid is classified by the 3D CNN. Each point is directly
assigned to one class.

Figure 24: Voxel structures (in 2D perspective). a) Regular voxel grid. b) Occupancy grid.
c) Octree with refinement due to point cloud density.

Other 3D CNN are based on a EDN, where a part of a point cloud is transformed into a
voxel structure. The FC network can act as an encoder to detect a specific object in the
point cloud. Vote3D [223] and Vote3Deep [224] use such a CNN architecture, embedded
with a voting algorithm, to detect the BB of objects relevant to autonomous driving. EDN for
spatial classification of RGB-D images find applications in the architectures: SSCNet [225],
ScanNet [226], and ScanComplete [227]. The voxel-resolved RGB-D image is given as an
occupancy grid with a resolution of several centimeters as input to the CNN. In this case, the
key feature is occupancy or non-occupancy state of the voxels (Figure 24b). Through the
EDN, the occupancy grid is directly classified and a transmission of the semantic labels is
made to a point cloud or a mesh. [227] use a hierarchical-chained architecture to efficiently
increase segmentation resolutions. Additionally, this type of architecture can fill gaps created
by recording perspectives [225, 227]. The SEGCloud architecture has a CRF layer after the
3D CNN layer, which is used for finer (sub-voxel) segmentation [228]. Thus, combining
traditional ML and DL methods contributes to an efficient and easily increase in semantic
segmentation accuracy.
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OctNet [229] uses an octree as voxel structure (Figure 24c). With the octree, the sizes of the
voxel cells are adjusted based on the occupancy of the voxels [230]. OctNet is used for se-
mantic segmentation of point clouds representing larger facades. In this context, the height
of the facade specifies the maximum size of the octree. The features of the points falling in
a voxel are combined by computing an average and calling this value voxel feature. The GT
label is determined using the dominant class of the points in this voxel. Semantic segmenta-
tion is performed using a 3D EDN, so that directly the selected portion can be semantically
segmented. Besides octrees, kd-trees [231] are also used for small point clouds applying
FC layer or 1D-convolution for feature extraction and semantic segmentation [232].

2.6.3 Semantic segmentation with 3D point-based deep learning methods

The DL methods from sections 2.6.1 and 2.6.2 have the disadvantage that points always
have to be converted into a raster geometry and information is generalized. Direct point-
based semantic segmentation became popular with the development of PointNet [45]. Point-
Net uses MLPs to extract depth features, which extracted individual for each point. The
individual point features are combined via a max-pooling function, resulting in global fea-
tures describing the dominant features of all points currently fed into the network. A detailed
description of of PointNet can be found in PAPER 1 and PAPER 3. Due to the point-wise ex-
traction, the order of the points is not important. However, this also has the disadvantage that
neighborly relations, which are described by several points, are not considered in semantic
segmentation. Moreover, the global features refer only to the current input, consequently
in most cases the features describe only a very small part of the point clouds. In principle,
semantic segmentation can be performed using point-based features, thus researchers use
PointNet or parts of PointNet frequently. Besides PointNet-based enhancements, which will
be discussed in more detail below, RandLANet [44] is one more recent developed network
for semantic segmentation of large point clouds. In RandLANet, the point clouds are seman-
tically segmented in one step by randomly reducing them.

The key weaknesses of PointNet concerning neighborhoods are directly addressed in [233,
234, 235, 236, 237, 238] but non of these works overcome all the weaknesses. In PointNet++
[233], PointNet layers are integrated in an EDN. This network considers the hierarchical local
neighborhoods of the points. The central modules of PointNet++ are sampling, grouping
and feature extraction with PointNet. The Farthest Point Sampling (FPS) algorithm is used
to detect principal points. The features of the near surrounding points are grouped in every
principal point and fed as one unit to the PointNet layer (Figure 25). With these extensions,
larger point clouds can be segmented semantically. The same objective but with two different
approaches are pursued in [234]. Their first approach uses different sized input levels (area
sizes as shown in Figure 26b) and combines features of them. The features generated
from the input levels are given in a consolidation unit. The second approach uses a fixed
input block size (Figure 26a). The features from different input blocks are fed into a RNN
consolidation unit. The information from four input blocks are considered as information
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sequence and through the RNN, shared features are created that are used for the semantic
segmentation [234].

Figure 25: Structure and functions PointNet++. Encoding of point features in an iterative pro-
cess considering the local neighborhood: (1) Selecting n points that are maximal
wide away from each other. (2) Grouping of the features in the neighborhoods.
(3) Applying a PointNet layer to feature extraction. (4) Repeating this process.
Decoding by joint and step-wise interpolation of the features. (5) Classification
layer at the end. Figure from [233].

Figure 26: Two methods for creating neighborhood input blocks. a) Fixed block size with
the blocks sharing features via RNN. b) Variable block size with different fixed or
dynamic radii. Used in CNN or MLP architectures. Inspired by [233, 234].

Similar enhancement is described in [50]. Local multi-scale neighborhoods are implemented
by a pyramid pooling function and information is distributed across the network via a RNN
layer. This enables learning from the coherence of objects. The enhancements of input
features and introducing Conv layer instead of MLP are described in [236]. Self-organizing
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(SO) networks that use SO maps as inputs and PointNet as encoders are developed in [235].
A feature network consisting of concatenated feature modules and a PointNet network was
developed by [237]. In the feature module, local features are formed by the kNN and global
feature by the K-means. Furthermore, a centroied loss feature is introduced. [238] use the
PointNet network architecture but sub-sample the point cloud by grid in advance and post-
connect a CRF operator for fine segmentation.

The PointNet++ is also the basis for many enhancements. PointNet++ is based on a stan-
dard EDN, which additionally processes features of different abstraction levels (hierarchi-
cally). A notable characteristic of PointNet++ is the use of the MLP as a central module.
The enhancements of PointNet++ aim on using the local neighborhood of the points as a
feature. In order to describe the local orientation of the points, [239] add a scale-invariant-
feature-transformation (SIFT) into the PointNet++ as an intermediate layer. They refer this
layer as PointSIFT, which describes the orientation of geometric features on different levels
of abstraction. A Local Spatial Aware (LSA) layer has been developed by [240]. This can
be used to model the feature distribution within an input set as a function. They construct
the LSANet for this layer, implementing PointNet++ for local geometric feature extraction.
The ShufflePointNet is developed by [241]. Once again, a new layer is implemented into an
existing PointNet++. This layer consists of a kNN based grouping of the input point set. For
each subgroup, independent features are computed using an MLP. The new features are
shuffled, concatenated, and fed into the next layer. Some of the MLP layers are replaced by
this new layer in PointNet++.

In addition to developments directly related to PointNet, other point-based methods have
been developed and a selection of some networks is briefly described below. The division
of Figure 19, which subdivides RNN-based, point-based CNN and graph-based methods, is
followed.

RNNs are often used in conjunction with the MLP network of PointNet, as shown previously.
Alternatively, RSNet is a network where the entire point cloud is split into multiple views in
x, y, and z directions. Each slice direction is processed independently. Slices are used to
create an order in the point cloud. The features of the different slices are given into a RNN
layer, sharing some of the information. The extracted features of the slices are aggregated
and then the features of all slice directions are used for the point-wise semantic segmentation
[242].

Conv layers convolve an ordered geometric neighborhood so that less data objects, such
as pixels, carry more and more deep features. A transfer of this approach to individual
independent points is targeted for point-based CNNs. Unlike the MLP, a real convolution
is performed over a regional feature distribution. In PointCNN [243] this idea is described
in detail and a χ-Conv layer is introduced. PointCNN uses an EDN. The coordinates are
transformed into the feature space within a small region. This can be done in simple terms
by computing the deviations of each point to a principal point. The principal point carries the
area features and is combined with other principal points in the next stage.

A similar approach is applied to the KPConv layer by [49]. As an initial step, the point cloud
is homogenized using a grid-sampling filter. The point spacing is equal and the objects
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become distinct by the features of the points. For example, points that are not occupied
are marked with free or 0 and points that are part of an object are marked with the features
of the measurement and occupied or 1. The KPConv layer in the basic version is built on
spherical neighborhoods in which the correlation coefficients are calculated for all features
and all points to the center of the sphere. The correlation coefficients can be multiplied by
any weight matrix of the Conv layer such that they can be chained as EDN. ShellNet [244]
also uses spherical input regions in which the features are computed. Circles with different
radii are used and the features are processed together. PointConv [245] converts the local
neighborhood of points into a continuous density function and a weight function that can
be processed with Conv layer. The networks A-CNN [246] and Dilated Point Convolutions
[247] are developed on point-based CNN in which the selection of points are optimized. A-
CNN arranges the point cloud by a local projection of the sub-point cloud onto a disk and
processes the features of the points with an encoding MLP network [246]. [247] perform
point-wise classification with a CNN added by one FC layer and consider different receptive
fields in the encryption phase. As an alternative to feature differences, which represent the
relationship between points in a point cloud, graphs are widely used.

Graphs represent the relationship between data objects (e.g., points) through edges. Edges
describe on one hand which data is in a relationship and on the other hand by the edge
weights how this relationship looks. Thus edge weights are usually multidimensional vectors.
Therefore, graphs take on an ordering role for a wide variety of data (e.g., social networks
and point clouds) that are processed and analyzed with ANNs. A general overview of Graph
Neural Networks (GNNs) is given in [248], which provides a clustering of the different types of
GNNs. Simple graphs with few nodes are used for the joint processing of RGB- and D-images
in order to use the local depth information, such as in the case of adjacent objects with similar
RGB values [233]. GNNs in combination with MLPs have the purpose that point features and
local neighborhood features are used together for depth feature extraction. In the Feature-
based Graph Convolutional Network, initial point features are extracted and combined by
the graph representation. Subsequently, a sub-graph convolutional network is build, which
extracts neighborhood-based features. These depth-features are used for a point-wise clas-
sification by a FC layer [249]. A parallel feature decoding with graphs and individual points
are described in [250]. For this, the individual features between the branches are shared
at different hierarchical levels. The Dynamic Capsule Graph network architecture is based
on an EN that processes at the input layer independently different feature types, such as
eigenvalues, spectral values and coordinates. The features are combined and shared depth
features are created by a chain of encapsulated graph Conv layers, which are summarized
by pooling layers. The termination layers are MLPs, where a set of described features is
generated for each point [51]. Other GNNs introduce an initial weighting of edge weights or
features, during the encoding phase, to reinforce for the differentiation power of the relevant
features [155].

The EdgeConv layer, representing the local neighborhood, is often implemented in MLP net-
works to minimize the disadvantages of PointNet. This EdgeConv layer is used for building
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modeling [251] and in the analysis of ALS point clouds [252]. However, graphs can also
be used for pre-segmentation of the full point cloud. In this case, the graphs are used to
build sub-segments of those points that have a large feature similarity. These sub-segments
can be processed separately in sub-networks [253]. Additionally, the results of these sub-
networks can be used for context-based segmentation [254].
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3 Connections of research publications

This section explains the connections between the four key publications. The connection with
the ROs, the applied approaches and the general results are summarized in sections 3.1 to
3.4. The connections of the ROs and the publications are outlined in section 3.5.

3.1 PAPER 0: PCCT: A point cloud classification tool to create 3D
training data to adjust and develop 3D ConvNet

The key topic of PAPER 0 is the development of a multi-user, browser-based tool for semantic
segmentations of 3D point clouds. This tool is named PCCT1 and consists of three indepen-
dent modules. The data is exchanged via a MariaDB database hosted on a web-server. All
three modules can be accessed from any computer within the HafenCity University (HCU)
campus network without any local installations. The first module uploads new point clouds
into the database. During the upload, the point clouds are converted into a 2D image rep-
resentation. This 2D image representation is used for an automatic semantic segmentation
and visualization within the browser-based tool. After the conversion, individual noise pix-
els are eliminated by filter algorithms and an edge optimization is performed. RG methods
are used to create segments based on features, such as RGB and intensity values. Each
image shows only one segment. The image is linked to the 3D cartesian coordinates of the
corresponding points via a connection in the database. In the second module, these seg-
ment images are randomly loaded by the browser tool and the annotators use a drop-down
list to select the appropriate class for the displayed segment. Thus, a class is assigned to
each image respectively segment. The third module establishes the relationship between
the cartesian coordinates and the classified images. Since each image is classified multiple
times and by different annotators, a voting procedure is introduced to assign the most likely
classes to the points. The point features are enhanced by the semantic classes. The en-
hanced point clouds are exported in different ASCII formats. Different projection methods
and sets of features for segmentation are tested and applied in studies of PAPER 1 to PA-
PER 3. In addition, individual processing strategies are used for indoor and outdoor datasets,
as they have different characteristics. A brief study is carried out to investigate the semantic
accuracy of the PCCT. It is shown that the developed tool is suitable for the task, but an
optimization of the tool parameters is necessary in order to achieve higher semantic accu-
racies. The optimization has to be done on the basis of characteristics which are defined in
PAPER 2. The usefulness of manual semantically segmented point clouds is demonstrated
on the example of an application with PointNet.

1Github repository: https://github.com/eb17/PCCT
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3.2 PAPER 1: Classification of erroneously measured points in 3D
point clouds with ConvNet

The focus of PAPER 1 is to determine the influence of erroneous measured points in semantic
segmentation with PointNet. Two datasets of TLS point clouds, which are created with the
laser scanners Imager 5010 and Faro Focus 360, are investigated in several experiments.
The point clouds show outdoor scenes with ranges up to 100 m. Point clouds have varying
point densities and a diversity of errors. Thus, these point clouds can be considered as
worst-case data for semantic segmentation with CNN-based methods.

Methods to minimize unfavorable influences of the point cloud are discussed and some ap-
proaches and ideas on dealing with point clouds as input for CNNs are developed. The
operation of DL methods, the requirements to start developing an DL application and the
HP selection for semantic segmentation on the example of PointNet are described. Based
on the research a workflow for semantic segmentation is developed and implemented by
a python program using the tensorflow Application Programming Interface (API) [88, 255,
256].

The developments are examined in a study. The key objective of this study is to investigate a
dataset as an information carrier. In different levels dataset-based, recording-system-based
and point-feature-based information are investigated. The worst-case outdoor TLS point
clouds that are manually annotated by using four different sets of class definitions are used
for a study. The class definitions separate the point cloud into:

• class Objects and class Erroneous points,

• different object classes,

• all object classes and the class Erroneous points,

• the three largest object classes and the class Erroneous points.

This study shows that the erroneous points and inconsistent class sizes have an impact on
the semantic segmentation result. The idea of a hierarchic class definition is concluded from
this study. Additionally, the influence of the geometric extent of the segments is identified
and discussed. These observations are the base for PAPER 3, which examines the dataset
information in more detail.

3.3 PAPER 2: Evaluating the quality of semantic segmented 3D
point clouds

The evaluation of the manual and the automatic semantic segmentation processes, as well
as the semantic point cloud itself, are the key topics of PAPER 2. In order to develop an eval-
uation process, an assessment of available 3D semantic point clouds and annotation tools
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is performed. The process from the recording to the semantic segmentation is investigated
step by step. Whereby, efficiency, geometric and semantic accuracies are researched. The
research findings are summarized in one set of the meta data of datasets. Unfortunately, the
meta data for most datasets is not completely determinable. In some cases, the meta data
can be determined from the data itself in an elaborate manner, but a lot of meta data remain
unknown for third-party datasets.

In order to define and quantify which meta data about point cloud datasets is required, a qual-
ity model2 is developed. This quality model describes the quality characteristics of semantic
point clouds. The quality characteristics are

• availability,

• process reliability,

• completeness,

• consistency,

• correctness,

• precision,

• and semantic accuracy.

The description of each quality characteristic is realized by several qualitative or quantitative
quality parameters. These quality parameters are binary and multidimensional statements /
values about the point clouds, ratios, distances and standard deviations. The quality model
is applied to the publicly available dataset collections and an evaluation matrix is used to
present the quality of these datasets in a comparable manner.

The function of the complete quality model is demonstrated in this work by an self-created
dataset, where all quality characteristics are described. This dataset contains indoor TLS
point clouds which are recorded by the Imager 5016. As reference for the geometric char-
acteristics, a high-quality point cloud is used. This point cloud is created with the handheld
laser scanner Leica T-Scan5 in combination with the Leica Absolute Tracker AT960 [257].
In the study two annotation tools, Recap and PCCT, are compared. It is discovered that
the PCCT has an efficient and reliable process. The geometric accuracy of the PCCT point
cloud is less accurate than point cloud processed by Recap.

The findings of PAPER 2 emphasize the importance of point cloud datasets for a reliable, ef-
ficient, effective and accurate semantic segmentation. The quality model makes the process
and point cloud quality measurable. A transfer of the quality model on automatic seman-
tic segmentations are co-developed, in such a way that the quality model is applied in the
evaluation of PAPER 3.

2Github repository: https://github.com/eb17/Quality-check-of-point-cloud-data-sets
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3.4 PAPER 3: Evaluation of class distribution and class combinations
on semantic segmentation of 3D point clouds with PointNet

Semantic segments have different sizes and thus consist of different numbers of points. A
semantic segmentation with DL methods works best if the information carriers (points) of the
individual classes are equally distributed. This has been observed in studies with images
[258, 259] and for 3D point clouds in PAPER 1. In order to quantify this observation and
optimize the classification process of unequally distributed point clouds, investigations of
class distribution and class size are performed in PAPER 3. Seven sets of hard and easy to
separate class definitions are examined. In addition, oversampling methods, weightings of
the input blocks, and weightings of the classification operation are analyzed, described, and
further developed.

The workflow from PAPER 1 is enhanced by representing the input of the points as the
local neighborhood in different point cloud blocks. The HPs of the PointNet algorithm are
optimized with a dataset consisting of 76 million points and showing 27 rooms of the HCU
main building. The influencing data-based HPs are identified and explained. The developed
software tools3 for automatic semantic segmentation are divided into several modules in
order to test different adaptations for optimization of non-uniform class distributions. Also a
chaining of these methods is possible and theoretically different point-based DL methods,
such as PointNet++ [233] or RandLA-Net [44], can be applied.

Special attention in the definition of the classes is paid to the class Erroneous points, as it is
identified in PAPER 1 as a possible influence to the semantic segmentation. The influence
of this class could be confirmed. However, the presence of the class Erroneous points in a
class definition can be beneficial or disadvantageous, as shown in the study. Additionally,
the applied methods to increase the class equality could also increase the recall in most
cases. The first objective for these study is that all classes are equally accurate. The second
objective is, that precision and recall have to be better than 50%. The results of the study
show that in most cases the accuracy has become more equal, but is still below 50%. These
influences can be confirmed, but they are not the only significant ones.

3.5 Connections between the publications

The publication with peer-reviewed extended abstract (section 3.1) and three peer-reviewed
(section 3.2 to 3.4) publications outline approaches, results, evaluations of research findings,
and conclusions. The connections of the publications is illustrated in Figure 27.

3Github repository: https://github.com/eb17/mypointnetworkflow
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The PAPER 0 covers the development of a self-developed tool for efficiently annotating point
clouds. The tool converts 3D TLS point clouds into 2D BEV, multi-view, and spherical repre-
sentations which are automatically segmented. Using a browser-based tool, multiple users
can simultaneously annotate the segments. In addition to the self-developed PCCT com-
mercial and open-source applications for the annotation of point clouds are investigated. In
the study of PAPER 2, the annotation processes and the annotation results are evaluated
using the developed quality model. Applying the quality model on the semantic point cloud,
additional quality meta data is added to each dataset. Based on the meta data of the dataset,
it becomes assailable which performance can be achieved through the training of an auto-
matic semantic segmentation algorithm with a particular dataset. The characteristics of each
point cloud dataset describe the class distribution, the number of classes, the class defini-
tion and the degree of erroneous points. Since these characteristics are usually not ideal
for DL algorithms, there is potential for optimization. In PAPER 1 the influence of erroneous
points on PointNet is investigated. In the PAPER 3, further data-based influence factors,
class definition, class equality, and class structure are examined. In the study of Paper 3,
existing procedures to solve these issues are integrated into the workflow of the whole work
and are evaluated. The development of a PointNet-based workflow for semantic segmenta-
tion of building recordings is described in PAPER 1 and PAPER 3. PAPER 1 represents the
prototype of the workflow. The prototype is continually enhanced during the works progress.
In particular the data pre-processing and the choice of HPs is improved. Supplementary
details to PAPER 3 on graphs as input and hand-caved feature selections are outlined in
section 5.2. In the study of PAPER 3 the automatically semantic-segmented point cloud is
evaluated based on the quality model.
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The results for three ROs are described in the section 4.1 to 4.3 by the nine RQ from sec-
tion 1.3. For each research question, the methodological approach, the elementary devel-
opment, the innovative findings, the conclusions, the outlook for further research as well as
applications are described.

4.1 Development and evaluation of a tool for manual point cloud
annotation

The first RO is the improvement and understanding of tools for creating semantic point clouds
as training data. The focus is on the evaluation of available datasets, tools, processes (sec-
tions 4.1.1 and 4.1.2), and functions of the tools to enhance the development of annotation
tools (section 4.1.3). In the case of manual semantic segmentations, the influence of humans
is crucial, so it is investigated how humans can interact with different tools (section 4.1.4).

4.1.1 Survey of annotation tools for point clouds

RQ 1.1: Which annotation tools (manual segmentation) for point clouds exist? What func-
tions can be found in these tools? How efficient, reliable and effective are these tools and
how can these characteristics be determined?

Methodology: An intensive literature review of point cloud datasets and annotation tools is
carried out using review papers and the key research papers [72, 162, 163, 169, 200]. An
market analysis of services for classification tasks and software products in the construction,
planning, and 3D visualization industries is conducted. Additionally, workflows and tutorials
for open-source software are researched.

Findings: Point cloud annotation methods and processes are significantly influenced by the
eight influences as explained in section 2.3 and shown in Figure 14. The recording system,
the acquisition environment, and the application are the influences which are currently most
considered in the creation process of training data point clouds.

Recording systems can record the scenes from a stable recording point or a moving platform
(e.g., MSS), have different range limits and varying measurement accuracies. The scenes
consist of various objects whose surfaces can be recorded accurately, with errors, or even
not at all. In addition, obscuring objects prevent full coverage. The nature of the environment
is also closely related to the application. A possible separation of application fields is usually
made between indoor and outdoor applications. Outdoor applications mainly occur in the
field of autonomous driving and indoor applications are most commonly used for reconstruc-
tion of buildings. This separation by environment is not strictly consistent, since facades are
also often reconstructed from point clouds.
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However, the application additionally specifies which semantic objects of the point cloud are
determined and how they are geometrically selected. Typically, BB or irregular 3D solids
are used in most datasets and tools. A summary of the annotation tools mostly applied
to BIM and DL applications are presented in Tables 1 and 2 (section 2.3), as well as in
Table 5 of PAPER 2. These tools are application driven with exception ofCloud Compare and
Recap. Tools have been developed for one specific problem in connection with a semantic
segmentation. Furthermore, these tools are mostly linked to one specific dataset. Datasets
without a relation to a specific tool are rare. Some of these datasets are Semantic3d.net [40]
and TUM-MLS-2016 [153], which were created by Cloud Compare.

All tools divide the annotation into two steps. These steps are segmentation and labeling.
For the most tools, labeling is a simple assignment of a class or an encoded class value to a
previously created segment. This step is usually not automated. The more complicated step
is segmentation. In the manual segmentation according to semantic aspects, the exact area
must be shown in which an object can be separated unambiguously from the environment.
This is particularly challenging if very large and very small objects occur. In addition, the
object space must not be too large, so that a fluent navigation and visualization through a
detailed point cloud is possible. In order to make this possible, the point cloud is usually
divided into smaller sections in advanced, based on recording locations, rooms or distance
intervals. Due to the complexity of the segmentation according to semantic requirements,
errors often occur, so this step is topic for automation. The different methods for automatic
segmentation and visualization are explained in section 2.5, as well as in PAPER 0 and
PAPER 2.

The automation of the segmentation does not necessarily lead to more accurate semantic
segments, but only to the fact that these are always determined the same. The determination
and selection of the HPs for these segmentation methods is the central adjustment screw
in the method development. The selection of the HPs is a very time-consuming task and
must be carried out and checked for each individual dataset. DL approaches that only use
geometric features are not published, even if e.g. eigenvalues and geometric parameters are
suitable for this purpose, as shown by [184] for ML applications. More common semantic
segmentation approaches are based on features, such as color and intensity values, since
most datasets are created by RGB-D cameras and simple LIDAR scanners (Tables 2 and 3 of
PAPER 2). These methods are also described in more detail in section 2.5 and PAPER 0.

The accuracy, reliability and efficiency are characteristics that can be used to compare differ-
ent methods regarding a certain application. These characteristics can only be determined
with effort and always for a specific dataset. Usually, third-party tools do not report these
characteristics. In order to determine the accuracy, a reference point cloud showing the
same scene and with a higher accuracy must be available. The simplest way to create such
a dataset is to use synthetic point clouds derived from models [35, 166, 260]. Alternatively, a
dataset can be created with a higher accurate and handheld measuring system as described
in PAPER 2. In the considered case, a handheld scanner is used to create object-by-object
segments. The combination of a very accurate recording system and semantic segmen-
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tation in the field results in a reliable and accurate semantic point cloud. The creation is
labor-intensive in the field and can usually only be applied to small point clouds, due to the
usage of special measuring systems. If such a point cloud is available, a geometry compar-
ison can be done to determine incorrectly segmented points.

In order to determine the efficiency of annotation tools, the required time must be put in
relation to the achievable accuracy of the semantic segmentation. The costs for hardware,
software and energy are mostly negligible, since the work of humans labor time causes
the highest costs. Very few datasets or tools [41, 53, 54] indicate how long the semantic
segmentation takes. Unfortunately, this information is given usually only for one annotator or
a small group of annotators as discussed in RQ 1.4 (section 4.1.4). Caused by this missing
information the efficiency can not be determined for most datasets.

Reliability is determined by multiple independent annotations and compassion with reference
data. This does not require a GT dataset, but for comparability of tools, the same dataset
should always be used. In addition, reliability in this definition also includes usability and
describes how a certain group of humans solves the semantic segmentation task. Thus,
aspects such as task comprehension and motivation can be included in this characteristic.
For more details to this aspect see RQ 1.4 in section 4.1.4.

Conclusion and outlook: The available tools are highly specialized and not suitable for
multi-disciplinary applications. Many innovative technical solutions are presented in the liter-
ature, but these require different input formats and lead to different semantic representations.
Two basic functions, segmentation and classification, are available in most tools. These func-
tions affect the quality of the semantic point cloud, these are discussed in RQs 1.2, 1.3 and
1.4. Meta data is incompletely obtainable for many datasets and annotation tools, and a
comparison of them is often not possible. The evaluation of point cloud datasets and anno-
tation tools is addressed in RO 2. This analysis is very time-consuming, but necessary for a
better understanding of point cloud data and algorithms, as seen from the first investigations
to determine the three most discussed characteristics.

4.1.2 Annotation tools for indoor terrestrial laser scanning point clouds

RQ 1.2: Which annotation tools can be used for the semantic segmentation of challenging
real-world indoor TLS point clouds?

Methodology: Annotation tools and processes were selected based on the literature re-
view explained in the answer of RQ 1.1 in section 4.1.1. The tools SemanticKITTI [53],
PC-Annotate [55], Recap [134], and Cloud Compare processes from TUM-MLS-2016 [153]
and Semantic3d.net [40] are tested with the reference dataset published in PAPER 2. In
addition, the PCCT developed in PAPER 0 is evaluated to investigate its quality. In a pilot
study, all tools are evaluated by two volunteers in terms of usability (data format, availability
of the software, technical requirements, approximate processing time). In the main study,
ten volunteers are asked to perform semantic segmentations with Recap and PCCT (pub-
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lished in PAPER 2). In a survey, prior knowledge, metrics (e.g., processing time), impression
of usability, expected accuracy, and desired changes are asked. The survey is evaluated
together with the results of the semantic segmentation.

Findings: The results of the pilot study shows that SemanticKITTI and PC-Annotate are not
suitable for semantic segmentation of challenging real-world indoor TLS point clouds. The
annotation tool ofSemanticKITTI is optimized for mobile recorded input data and for dynamic-
changing environments. For a semantic segmentation of TLS point clouds, a pseudo nav-
igation file would be needed in order to use this tool. The PC-Annotate tool has a limited
selection of classes and a semantic segmentation is only efficiently possible via the fit of reg-
ular geometries, which leads to inaccurate segmentations for detailed indoor scenes. The
processes of [40, 153] are complex and require a solid knowledge of Cloud Compare, which
cannot be assumed for all potential annotators. Therefore, these tools were excluded from
the main study.

The main study is presented in section 4 of PAPER 2. All quality parameters of the model from
section 4.2 and in section 3 of PAPER 2 are determined, so that among other parameters
the accuracy and the efficiency are evaluated. The study results demonstrate that the most
accurate semantic segmentation is preformed by annotation tools with a free choice of the
perspective and a lasso function for segmentation. The annotators work very detail-oriented,
which leads to an extended processing time and a decrease in efficiency. The effectiveness
is higher with a tools such as Recap. In general, the PCCT, which only allows the annotator
to classify, is very efficient, but for very small objects it is not effective. Measurement errors
in point clouds make the segmentation difficult for any tool, because boundaries between an
object and points representing mix-pixel errors, defuse reflection and comet tails cannot be
clearly identified. Geometry-based filtering can make manual and automatic semantic seg-
mentation effective, reliable, and accurate. The segmentation of a coarse pre-segmentation
of rooms allows smoother navigation through the point clouds. Current hardware reach its
limits for processing very large point clouds with such tools, because the working memories
are not large enough.

Conclusion and outlook: The research of the available annotation tools shows that only
few tools are suitable for the application of modeling indoor rooms. To the best of the author’s
knowledge, a systematic evaluation of these tools has been carried out in PAPER 2 for the
first time. An annotation tool that can be used across various disciplines is urgently needed.
A basis for this development can be the PCCT. Point cloud annotation tools from commercial
service providers and CWS are not investigated in detail due to the lack of transparency
regarding costs, data security, data rights, and working conditions of crowd-workers. After
all, the commercial tools are the drivers for many applications in which semantic point clouds
are needed.
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4.1.3 Development of an annotation tool

RQ 1.3: How can semantic segmentation tools for point clouds be enhanced and im-
proved?

Methodology: At the beginning of this research1, few scientific tools for semantic point
cloud segmentation were available. Commercial service providers predominantly offered
semantic segmentation for image data. Commercial and open-source offline software for
point cloud processing, such as Geomagic Wrap [261], Cloud Compare, and extensions for
CAD programs, are the state of the art. An adaptation of existing systems to improve them
is not technically purposeful, therefore the complete development of the PCCT is necessary.
A concept for data management, implementation of segmentation methods, classification
and visualization is developed on the basis of the analyzed annotation tools from RQ 1.1 in
section 4.1.1. The PCCT is iteratively developed and evaluated in studies that are explained
in the RQs 1.4, 2.1, 2.2 and 2.3.

Findings: The annotation tools available on the market show potential for further devel-
opments regarding issues such as data security, capability of a dataset for multiple-users,
segmentation and classification functions, and automation of time-consuming sub-operation
steps (Figure 28). These issues are considered during the development of the PCCT. The
PCCT is an experimental tool, which can be used to optimize the issues and evaluate the
experiment.

Figure 28: Central issues for improvement in available point cloud annotation tools: Data
security, multi-user-capability, segmentation and classification functions, and au-
tomation of sub-operation steps.

Point clouds are detailed representations of real buildings and make hidden information visi-
ble. This information must be kept safe to third-party access for critical infrastructures, such
as for port facilities, utility lines, airports, prisons, railroad facilities, or research facilities.

1In 2017
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The usage of CWSs is usually not possible for these infrastructures [55]. Processing of a
large dataset by only one annotator is also in most cases not possible and can also lead to
classification bias in the semantic point cloud. Therefore, it is necessary to store the data
in such a way that it can be accessed in parallel. In the best case, only parts of the point
cloud are made available to the user, allowing to edit but preventing understanding the en-
tire infrastructure. The classification bias can be minimized by having different annotators to
perform the semantic segmentation. Based on these considerations, a database-based con-
cept is developed for the PCCT, as published in PAPER 0. There, a copy of individual point
cloud sections are provided for processing via a browser-based tool. The results of different
annotators and classification passes are connected to the original point cloud, but a final
assignment of the semantics to a point is made after max-voting over all classifications.

The class definition of the semantic segmentation must be transferable into the annotation
tool. In order to use the annotation tool in almost any application the list of possible classes

• must be re-defined in each case.

• include very general classes, cover a large amount of classes.

• has a hierarchical organization.

A customizable list of classes in the tool can lead to the fact that the class definition is no
longer unique. A very general list limits the application scope and a list with too many classes
can no longer be overlooked, which can lead to different understandings by the individual
annotators. For example, if the class Wall and Facade are available, it is not always clear
how they differ. For the PCCT, it is experimented with a class definition that is as general
as possible and specialized for building parts and furnitures. Even with this list, a confusion
can be seen in the study results due different understanding of classes. The hierarchical
organization of the classes using e.g. theWordNet scheme [262] is a technique, which allows
a maximum of variety and uniqueness. The technical implementation and the usability of this
variant is complex, since an effective navigation must be applied for a list of several thousand
words. Currently, list of classes that can be created by an administrator are most effective
for practical applications.

Some approaches of automation for segmentation of point clouds are described in sec-
tion 2.3. The special characteristic of TLS point clouds is that they are recorded from a
fixed point of view and usually represent a 360° view of the scene. A transformation of the
cartesian coordinates into polar coordinates is directly possible. The fix angular increments
of the polar coordinates allow a transformation of the 3D point cloud to a structured 2D im-
age. The distance measurements can become a feature variable. Graph-based methods in
2D applications, such as [95, 263], have a high degree of development and provide unique
segments. Moreover, 2D segments can usually be visualized and interpreted better by hu-
mans than 3D segments. Other developments use BEV approaches of [4, 27] for a semantic
segmentation of buildings after the removal of ceilings and floors. These approaches use a
floor by floor representation of the building. A disadvantage of the 2D projection is that the
geometrical depth is usually not considered in the segmentation step and a distortion oc-
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curs. Different radii and projections have been tested in the PCCT to perform segmentation
automatically and accurately ([264] as well as in PAPER 0 and PAPER 2).

Conclusion and outlook: The development of an experimental prototype annotation tool
for semantic segmentations is implemented with the PCCT. The PCCT is based on a trans-
formation of the 3D points to 2D pixel, which is partially disadvantageous for some of the ap-
plications. Different influencing variables can be tested with the modular-structured PCCT.
An annotation tool for any kind of applications and that fits to all requirements from above is
not available on the market yet. The optimization of annotation tools is still important but an
under-researched topic for more accurate and reliable semantic point clouds.

4.1.4 Human factor in semantic segmentations of point clouds

RQ 1.4: How to become a good annotator for semantic point clouds? How can the perfor-
mance of annotators be measured? What do annotators need and how can the tool support
them?

Methodology: The influence of the human annotator is a part of the study in PAPER 2
and is determined for the PCCT and Recap. Quantitative parameters such as processing
time, precision, and accuracies are measured or calculated by means of the high-quality
reference point cloud dataset. Qualitative characteristics are assessed by a questionnaire
that is answered before, during, and after the task by the volunteer annotators. Additionally,it
is asked for a self-assessment, previous experience and a descriptions of how the tools were
used.

Findings: The fact that the annotator has a key role for the quality and usability of a semantic
point cloud has been noted by [40, 55]. [54] developed valuable rules of thumb for the selec-
tion and training of annotators. Feedback during the annotation is given by feedback function
in the tool of [265]. Humans are very good at recognizing varying shapes of objects [266].
Following these ideas, a study is conducted, whose results describe the human influence.
Guidelines for processes and tool developments should result from this. The ten volunteers
of the study had no, little, medium or very much experience in the handling of point clouds
and the semantic enhancement of point clouds in advance. This previous knowledge allows
an evaluation of annotators training, developed execution process and tool functions.

Training documents are prepared for each investigated tool and are given to the volunteers
in advance. These documents are assessed and the volunteers have to paraphrase the task
in their own words. By this first task, it could be determined that illustrations contribute to
a better understanding of the task. The ideas of the application and of point clouds as well
as its interpretation variate strongly between the annotators. The given feedback is used
to improve the training documents with example images and detailed class descriptions.
Helpful in the class description is to clearly include or exclude objects that are geometrically
or semantically similar to others. As an example: A door consists of the frame, the leaf and
the handle, but not of the window next to the frame. Different volunteers have examined the
documents at different stages of the development before the finale experiment.
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The training and the feedback process are planned in detail based on review of the literature.
A few days before the experiments, all documents (task description, class definition and
illustrated instructions) are given to the volunteers. In order to get familiarized with the task
and to answer the first part of the questionnaire. Before the annotation experiment, the tools
are explained and questions could be asked. The annotation is done without any supervision.
All volunteers are able to solve the tasks. The average class accuracy for most annotators
is above 90% (recall and precision). Large differences can be observed among the different
classes, such as Floor and Ceiling are above 95% for the parameters recall and precision.
The infrequent classes Chair and Table are less accurate and usually vary between 85% and
95% for recall and precision. The percentage of TP points in the class Erroneous points is
usually lower than 50% (precision), because in case of doubt object points usually become
erroneous points. Large variation is found in the time required. Some volunteers finish
within less than 9% of the maximum time. Large differences in time are also found between
the tools. The PCCT is more efficient than Recap, but the results are not as correct and the
simplicity of use is perceived as tedious. The usage of Recap is complicated at the beginning
for some volunteers, so errors occurred more frequently due to the segmentation functions
and the processing takes a long time. Point density and variety in the activity are seen as
particularly important, in addition to a clear task description. The navigation through the point
clouds and self-dependent segmentation, such as using a lasso, are functions that make this
possible.

A relation between high efficiency and correctness cannot be found. The volunteers find
it helpful to be able to ask questions during the task, since there are occasional misunder-
standings or ambiguities. These results are taken from the study in PAPER 2.

Conclusion and outlook: A good annotator does not need to be an expert in point clouds.
Unique task descriptions, class definitions, and continual feedback are most critical for a
successful semantic segmentation. Exclusive classification tools, such as PCCT, level the
entry threshold, but leads to tiring with very large datasets.

4.2 Development of a quality model for heuristically describing
semantic point clouds

The findings to the second RO makes the quality of a semantic point cloud measurable.
For this purpose, the characteristics of the point cloud are investigated (section 4.2.1) and a
quality model is developed (section 4.2.2). In order to use the quality model, it is transformed
into an evaluation matrix with which semantic point cloud datasets, annotation tools and
automatic workflows can be evaluated (section 4.2.3).
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4.2.1 Point cloud quality

RQ 2.1: What are suitable semantic point clouds? What are the characteristics of point
clouds? How can the characteristics of the point cloud be determined, measured and com-
pared?

Methodology: A literature research of the characteristics of point clouds has been performed
and the creation process of a manual and automatic semantic segmented point clouds has
been analyzed on the HCU main building dataset.

Findings: The definition for a suitable semantic point cloud, which is developed as a result
of this work, is given by the following statement.

Definition 1: A good semantic point cloud has a homogeneous density, is free from
data gaps, measurement and registration errors, the geometry of the semantic seg-
ments corresponds to the objects in reality and the labels accurately describe the object
semantics.

A semantic point cloud that completely fulfills definition 1 usually does not exist, so that the
degree of individual characteristics are determined. This is necessary because point clouds
with low quality levels are not suitable for some applications as discussed in RQ 2.2 (sec-
tion 4.2.2). Before the quality can be determined, the creation process and the characteristics
of the semantic point cloud, as well as a definition of errors must be stated:

Definition 2: Errors are the influences that lead to not fulfilling the definition for a
suitable semantic point cloud.

The creation process of semantic point clouds usually consist of the recording, the registra-
tion and a subsequent segmentation according to semantic properties of represented ob-
jects. The geometric correctness with respect to the recorded surface is the most studied
characteristic for the recording and registration [81, 82, 83]. The parameters standard devi-
ation and deviation from a target geometry are typically used to describe the characteristic
geometric correctness. Semantic segmentation is the creation of an abstract model from the
data model (measured values) and the knowledge about the real world. Such a process is
defined in [267] and shown in Figure 29. As additional information the knowledge of a human
annotator or the DL algorithms is used to semantically enhance the point cloud. The accu-
racy of the semantic segmentation is described by the performance of the selected manual
or automatic algorithm. This is usually expressed in terms of a ratio of incorrect and correct
data objects (pixels and points). The parameters precision, recall or IoU are commonly used.
The geometric shape is not expressed by these parameters.

Varying error descriptions are found in publications about semantic point clouds. Measure-
ment errors occur in the form of interference points and noise around a surface, which are
analyzed for the recording system. In the process of semantic segmentation, these points
become an additional semantic class. They are no longer errors for the semantic segmenta-
tion. Errors in semantic segmentation are points that are assigned to the wrong class. The
definition of errors change in the two-step process. However, it is necessary to consider the
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errors from the previous step in the following one. In the final point cloud, the geometry and
semantics of the point cloud should be correctly represented. The recording and registration
accuracy are usually not used in semantic segmentation. They are relevant for deriving ge-
ometries and models from the semantic point cloud, so that the objects are not distorted and
show the geometry.

Figure 29: Process of semantic segmentation of point clouds serving as an abstract model
of the reality. Taken from PAPER 2 and adapted.

For an evaluation and usage of the point clouds, not only just discussed characteristics ge-
ometric and semantic precision, as well as correctness are relevant. Other characteristics
are:

• the availability of data and metadata,

• the process reliability,

• the completeness of data and processing,

• and the consistency of data content (e.g., type of variables),

as explained and developed in PAPER 2. In order to determine and compare the charac-
teristics, the developed quality model is an effective tool. For each characteristic, qualitative
and quantitative parameters are defined. The development of the set of quality parameters
is described in more detail in PAPER 2 and is discussed in RQ 2.2 (section 4.2.2). Thus the
comparison of different semantic point clouds is possible. In order to determine the degree
of quality of the point cloud for an application, threshold values must be defined for each
quality parameter.

Conclusion and outlook: The quality of a semantic point cloud is determined by different
steps, which are usually concatenated. The definition of what is an error changes from step
to step. In order to consider all errors in the final semantic point cloud, these or a description
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of these must be passed on at each step. The quality of a semantic point cloud consists
of many different characteristics, which are determined in the individual stages. Structuring
them into a quality model developed specifically for semantic point clouds is effective and
implemented.

4.2.2 Quality model for point clouds

RQ 2.2: How is a quality model for semantic point clouds designed? Which parameters are
necessary for the description of the characteristics? Does the quality parameters differ for
annotation and automatic semantic segmentation?

Methodology: The quality model of [92] is used as the basis of the quality model for semantic
point clouds. The characteristics from RQ 2.1 (section 4.2.1) represent the structure of the
quality model. In the course of the annotation process the descriptive quality parameters are
determined and evaluated.

Findings: The developed quality model describes seven characteristics of the point cloud
which are directly or indirectly related to the semantic segmentation. Direct related charac-
teristics are accuracy and precision. For example, indirect characteristics are usage con-
straints, such as for the datasets of [53, 64, 226, 268] which are only allowed to be used as
a benchmark.

Figure 30: Quality model for semantic enhanced point clouds. Seven relevant characteristics
with descriptive quality parameters are shown. Classification of necessary param-
eters for: Manual segmentations (filled blue circles), manual training data gen-
eration (unfilled blue circles) and automatic semantic segmentation (filled green
circles).

The characteristics become measurable and comparable by quality parameters. The quality
parameters of the developed model are summarized in Figure 30 with the respective char-
acteristics. Some quality parameters are in a relation to others, so that e.g. the precision

55



4. Evaluation of the research results

of the area can only be determined if information about the area is available. Most quality
parameters on the left side of Figure 30 are the independent parameters and on the right
side are the dependent parameters. Not all parameters can be determined for every point
cloud, as noted in section 4.2.1. However, it is possible to use the quality model with fewer
characteristics if they are not relevant for the task or application.

The choice of quality parameters is influenced by applications in which models of real build-
ings and descriptions of urban space are created. Thus, not only the (semantic) point cloud
itself is considered but also the purpose of the final product. Quality parameters, such as
number of points, input variables or data formats, are necessary for any semantic segmen-
tation. The quality parameters are defined and explained in detail in section 3 of PAPER 2.

Not all quality parameters are necessary for the manual or the automatic semantic segmen-
tation. The number of points, the area size of the classes, the spectral channels and the
class equality are not mandatory for manual the semantic segmentation if a model or an
application is built from the point cloud. However, these characteristics are important if the
point cloud is used as training data on an automatic semantic segmentation. For seman-
tically enhanced point clouds that are not used as training data, the spectral outputs, the
amount of segmentation runs (usually only one), and the duration of the process, are usually
of little or no meaning. This leads to the fact that the process reliability characteristic is no
longer necessary in the used quality definition.

Conclusion and Outlook: The quality model is the framework for the evaluation of semantic
point clouds. The characteristics and its definition by parameters vary based on the appli-
cation and used semantic segmentation method. The developed quality model is flexible
enough to be applied in manual and automatic processes due to the quality parameters. Re-
garding process reliability in automatic processes, an enhancement of the parameter set is
necessary. The main applications for the developed quality model is in the semantic seg-
mentation of point clouds for buildings.

4.2.3 Application and evaluation of the quality model for building point clouds

RQ 2.3: How can the quality model be applied for the semantic segmentations of building
point clouds?

Methodology: The explained quality model from RQ 2.1 and RQ 2.2 (sections 4.2.1 and
4.2.2) is applied to a selection of publicly available and private semantic point cloud datasets.
All meta data is researched, as far as it can be determined. In addition, the quality model
is tested in two point cloud annotation tools and on an automatic semantic segmentation
workflow. Here, the purpose of the semantic segmentation is always to use the point cloud
as a basis for building reconstruction.

Findings: The usage of the quality model is described in PAPER 2 and PAPER 3. The
results of the evaluation of datasets, tools and a workflow are shown there. The central
statements for applying the model are summarized in this section.
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Public third party datasets are usually used for the development of semantic segmentation
methods, to extend the own training dataset or as a benchmark for the comparison of the
developments [40, 158, 226, 268]. In publications of datasets individual quality parameters
are given, that are motivated by the dataset creator’s application. No uniform naming or
selection of parameters can be found. For example, for RGB-D sometimes the number of
points [25] and sometimes the number of frames [269] are given. Due to the large number
of relevant parameters used to describe point cloud datasets, a direct comparison is usually
time consuming. An evaluation whether the dataset can be used for an application (e.g.,
a training of an algorithm), is not possible without a more reliable comparison. Therefore
the quality model is transferred into an evaluation matrix. Figure 31 shows the evaluation
matrix applied to three point cloud characteristics. Via threshold values for each parameter,
which are defined by the user, the suitability of a larger number of datasets can be evaluated.
The threshold values for the parameters are derived from the application and the semantic
segmentation method. If a building model is created with the LoA 3, the training point cloud
must be available at least in the same LoA, which is expressed numerically by the quality
parameter, standard deviation of the false positive points.

Figure 31: Converting the quality model into an evaluation matrix for use on datasets, anno-
tation tools, automatic semantic segmentation, and development monitoring.

An evaluation of the annotation tools can be performed in a similar manner. All parameters
have to be determined for this purpose. As with the datasets, different configurations can
be evaluated. For the PCCT, BEVs and spherical projection views are compared in this way
as described in PAPER 2. The different workflow development states from PAPER 1 and
PAPER 3 are compared using the evaluation matrix so that optimizations are discovered
and its cause could be traced. The independent quality parameters are kept constant.

57



4. Evaluation of the research results

Conclusion and outlook: The developed quality model can be used in the form of an eval-
uation matrix for the evaluation of datasets and as development stages of annotation tools
and automatic semantic segmentation workflows. A simple implementation can be realized
with the implemented excel sheet. An implementation in the form of a web database could
expand the user community and is desirable. An effective selection of thresholds remains a
challenge, which is addressed in PAPER 2 by fundamental ideas.

4.3 Development of a workflow for semantic segmentation to
investigate datasets and point features as influences

The choice of algorithm (section 4.3.1), its HPs (section 4.3.2) and data-based HPs (sec-
tion 4.3.3) are investigated in this RO. For this purpose, a workflow is developed in which
these parameters are studied efficiently and effectively.

4.3.1 Workflow development and algorithm selection

RQ 3.1: How can DL methods be integrated in a workflow for semantic segmentation of point
clouds? Which DL methods are suitable?

Methodology: A literature review of methods for automatic semantic segmentation using ML
and DL approaches is carried out. Based on the review, methods are selected and applied for
experiments where point cloud scenes representing indoor environments and street sections
of up to 400 m² are used. The workflow is developed based on these investigations and the
review of common APIs.

Findings: The suitable methods are summarized in PAPER 1, PAPER 3, and in section 2.6.
The semantic and geometric accuracy of the method and the feasibility for larger datasets
are the key factors for a reliable 3D model. Based on the literature review on methods
for automatic semantic segmentation using ML and DL approaches, point-based methods
are most suitable for TLS scans of indoor environments and of small road sections, as the
following constraints have to be considered:

• The density of the point cloud changes depending on the measuring system.

• Multiple point clouds of points of recording can be combined to one point cloud.

• Very detailed and at the same time very extended objects need to be segmented.

• Objects usually expand in all three directions.

• Semantic objects can have gaps in the representing point cloud caused by occlusions
during the recording.

• Point clouds have a high percentage (of up to 10%) of erroneous points.

• Color values for the point clouds are not mandatory.

• In these application the intensity values mainly depend on the angle of incidence.
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Point-based methods do not perform any generalization on the input format, use the geomet-
ric point cloud distribution in a certain section and usually do not rely on spectral variables.
Erroneous measurements that are geometrically close to objects can thus be differentiated,
and do not become objects as in 2D projection-based and 3D grid-based DL methods. Gaps
in the data have a small impact because they are learned along with the data. More problem-
atic is that most methods can only consider the local neighborhood or a very thin point cloud.
Methods that combine information from different input neighborhoods into a DL algorithm are
reviewed in section 2.6 and an alternative approach using an adjacency matrix is shown in
section 5.2.

The workflow has the function to unify and combine measured point clouds, which are in
different formats, with different variables and in different variable ranges. This data has to
be transformed into an input being suitable for the algorithm. The transformed data format
are usually graphs and sub-point lists organized in batches. The output of the semantic en-
hanced point cloud must be in a format in which it can be further processed. In the workflow,
the algorithm is used in three different modes:

• Training mode in which point clouds and GT labels are used.

• Evaluation mode in which the algorithm can make a prediction based on the point cloud
features. This prediction is evaluated by means of the GT-Label.

• Application mode in which the algorithm makes a prediction based on the point cloud
features.

The basic elements of the workflow are shown in Figure 32. This concept can be applied to
all point-based methods which are explained in RQ 3.2 (section 4.3.2) using PointNet as an
example network architecture.

Figure 32: Concept for a workflow to apply DL methods for semantic point cloud segmenta-
tion. Three modes for the procedure: Training, evaluation and application.

Conclusion and outlook: Point-based DL methods are applied on TLS point clouds with
semantic objects, whose shape is variable, are currently the most suitable semantic segmen-
tation methods. The concept of data flow is applied in the training, evaluation and application
mode. A workflow also makes it possible to compare different HP combinations with less ef-
fort.
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4.3.2 Hyperparameter selection for point-based deep learning methods

RQ 3.2 Which hyperparamters need to be defined for applying PointNet in a semantic seg-
mentation workflow? How are the values for these hyperparamters determined?

Methodology: The development and experiments are mainly carried out on thePointNet. As
with any DL architecture, there are HPs that must be defined prior to application. The initial
value ranges for the HPs are determined using rules of thumb, experience from previous
experiments, and recommendations from the current literature. A cross-validation procedure
is used to determine and apply the optimal values for these ranges. This procedure is still
commonly seen in [130, 270].

Findings: PointNet is one of the first network architectures to directly semantically segment
point clouds without format conversion. Nowadays, the performance of a pure PointNet
architecture no longer corresponds to the state of the art accuracy. However, PointNet layers
and its basic concept, the use of a MLP for independent deep feature extraction, are applied
in many high-end DL methods. PointNet is thus a key network architecture and is examined
and explained in PAPER 1 and PAPER 3. Each network architecture has general and specific
HPs that are affected by the data, the software implementations, and the used hardware. The
details of the applied hardware and software parameters are summarized in Table 3. The
investigation hardware is a high performance workstation in the medium price range, since
the developments should be economically transferred into practical surveying applications
and projects. For a few and very complex investigations, a GPU rack with ten Nvidia Tesla
V100 32 GB GPUs is used.

Table 3: Parameters of the hardware and software used for development and testing (single
workstation).

Hyperparameter Name / Type Version Time / Amount
CPU AMD Ryzen Thread. 2970WX 1
GPU GeForce RTX 2080 Ti 1
ROM SSD 475 GB
RAM 64 GB
RAM GPU 11 GB
DL-Framework Tensorflow 2.3.0
Prog. Language Python 3.8
GPU Accelerator CUDA 10.1
Training duration > 1 to 72 hrs

The general HPs must be defined for each network architecture and thus define the charac-
teristics of the architecture. These HPs include the type, number and combination of layers.
Other general HPs include the LR, type of weight initialization, dropout rates, the number
of epochs, batch sizes, metrics, early-stopping criteria, optimizer, loss and actuation level
functions, the classification function, transfer learning (TL) methods, and the strategies for
optimizing all these parameters. Specific HP involve the form and number of data inputs,
as well as the selection of feature variables. For the HCU main building dataset, HPs were
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determined as an example. The general HPs, as finally applied, and the ranges are shown
in Table 4. The PointNet-specific HPs are presented in Table 5.

Table 4: General HPs for CNN architectures. Optimized set of HPs and typical values ranges
for these HPs.

Hyperparameter Used settings Common settings
Layer MLP, max pooling MLP, FC and max pooling
Loss function Categ.-cross-entropy Categ.-cross-entropy with logits
Classifications function Softmax Softmax
Activation function ReLu ReLu, sigmoid
Dropout rate 0% Up to 30%
Optimizer Adam Adam, momentum
No. epochs 50 or 100 25 to 500
Batch size 16 4 to 64
LR 0.001 to 0.00025 > 0.001
Adaption of LR Yes, step-wise Any 300,000 steps by 50%
Weight initialisation random fix Random, random fix, TL
Indep. trainings 9 Not published
Transfer Learning Iterative Yes, no or iterative
Metrics (Eval.-)loss and accu. (Eval.-)loss and accu.

Table 5: PointNet-specific HPs. Optimized set of HPs and typical values range for these
HPs.

Hyperparameter Used settings Common settings
No. of input points 1024 1024 to 4096
Input size 1x 1x 6m 1x 1x∞m
No. of feature variables 9 3 to 12

In order to determine the HPs, several training passes are carried out on a representative
subset of the dataset (three rooms). In each training pass, one HP is changed incrementally.
This procedure is afterwards repeated for the next HP. In order to accelerate this optimization
process, prior experience and estimations are used. For example, the size of the input cubes
can be estimated from the object sizes in the semantic classes. These HPs represent only
parts of the adjustment parameters, but must always be taken into account in DL applications.
Further data-based HPs (DHPs), are only investigated in very few Researches, as in [250,
258, 271, 272].

Conclusion and outlook: The typical ranges of HP values for a PointNet architecture are
determined theoretically and empirically, for which test workflows are programmed. For a
TLS indoor dataset, the optimal HPs could be determined. These HPs represents the basis
configuration for the DHP in RQ 3.3 (section 4.3.3).
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4.3.3 Data pre-processing and data influence

RQ 3.3: How can the influence of the dataset be controlled by data-based hyperparameters
in the semantic segmentation of point clouds? What are the main influences?

Methodology: The dataset, whose characteristics are described and controlled by the
DHPs, is an important influencing variable for semantic segmentation of point clouds. The
characteristics, the class distribution, the class definition and the incorrectly measured points
are analyzed and evaluated by empirical investigations with the developed workflow of PA-
PER 1 and PAPER 3.

Findings: The DHPs are set by the dataset. Examples are the available feature variables,
the class distribution or the size of the dataset. A collection of the most common DHPs is
summarized in Fig 33. An overview of the structure of the dataset, the semantic content and
the features allow a systematization of the influences and its investigation. The semantic
DHPs have been investigated in RO 2 (sections 4.2.2 and 4.2.3). The selection and local
computation of geometric and spectral features are studied for general ML methods in [39,
273]. In addition, the dataset size, the normalization of features, and the density of the point
clouds are considered in many network architecture developments [37, 200, 274]. Rules of
thumb can be derived from this, but they are not supported by any systematic proof. The
structure of point cloud datasets is usually only investigated with respect to the input formats.
With few exceptions [172, 250, 271, 275, 276] class definitions, characteristics of erroneous
points, and class size differences are not considered in point cloud datasets, even though
these are considered to be a well-known influencing factor in semantic segmentation of im-
ages [258, 277]. These three DHPs are explored in PAPER 1 and PAPER 3.

Figure 33: DHPs for semantic point clouds. The DHPs can be distinguished according to
structural, semantic, geometric and spectral characteristics. A selection of the
most common DHPs for each property is summarized.

The class Erroneous points is usually determined less precisely by most algorithms for se-
mantic point cloud segmentations than the object classes. This is shown by the analysis of
point-based CNN at the leader board of the TLS dataset of Semantic3D.net [40] (Figure 34).
In addition, this analysis shows that more frequent classes, such as Building and Road, are
determined more accurately than the smaller class Tree.
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Figure 34: Semantic segmentation accuracy (IoU) of four common network architectures for
the dataset: Semantic3d.net [40]. Selection of four from eight classes of this
dataset. The class Scanning Artifacts, which is equal to the class Erroneous point,
can be detected poorly compared to the larger classes. Values are taken from the
leader board of [40].

The observations indicate that such influences exist (Figure 34). In PAPER 1, the influence of
the presence or absence of the class Erroneous points are investigated. Figure 35a shows
the results of the semantic segmentation without Erroneous points. The frequent classes
Tree and Building are determined with more than 80% recall and precision. The infrequent
class Street Furniture is determined with less than 10% recall and precision. If the class
Erroneous points is added, recall and precision for all classes are lower than 54%, as shown
in Figure 35b. From this example, it can be seen that there is an influence of the erroneous
points in the semantic segmentation of point cloud datasets. Erroneous points are arranged
similarly as object points, as erroneous points are caused by multiple and diffuse reflections.
In the larger study of PAPER 2, the influence could be confirmed. However, with a large
indoor datasets the influence is less. For infrequent class a positive effect of the presence
of the class Erroneous points can also be observed by a higher precision value.

Figure 35: Comparison of semantic accuracy (recall and precision) on the point cloud of the
HafenCity (outdoor) dataset: a) Without the class Erroneous points and b) With
the class Erroneous points. Selection of three classes that have different frequen-
cies in the dataset. Data from PAPER 1.
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The influence of the class Erroneous points is therefore not the only crucial factor for the
semantic accuracy, but the combination of the semantic classes and its point distribution. The
division according to classes takes place on the basis of the class definition, that rules which
classes are determined with the semantic segmentation. The best possible differentiation is
always possible if the features of the point clouds can be clearly separated from each other.
The ceiling and the floor can be well separated by different values for the feature variable
height. Such considerations can be taken into account when developing the class definition.
If, due to the task, a separation by classes with very similar features is not possible, a step-
wise semantic segmentation can be performed as outlined in Figure 36. Similar classes
are combined in a super class in the first stage (Network A) and then Network B is used
for the separation. The influence of a class definition and the hierarchical process could be
demonstrated in the study of PAPER 2. This shows a slight increase in semantic accuracy
for the Window and Door classes. However, this developed process is strongly linked to the
individual rooms.

Figure 36: Step-wise semantic segmentation for improved differentiation of classes with sim-
ilar features. With network A, a segmentation is performed for general classes,
which is refined in network B.

An adjustment of the class definition does not necessarily lead to the classes having the same
number of points. Classes such as Wall, Floor and Ceiling are more frequently represented
classes in the point cloud, than Doors, Furniture and Windows due to their larger surfaces.
The learning algorithm will learn these classes more often than the infrequent ones due to the
more frequent feeding with points whose class is wall, floor or ceiling. To enhance learning
in favor of the infrequent classes, their proportion can be artificially increased (Figure 37a),
the inputs can be emphasized with a higher proportion of infrequent points (Figure 37c), or
in a loss calculation, the points of the infrequent classes can be rewarded by a higher weight
(Figure 37b). Extensions of points can be done randomly or by considering local conditions,
as with the SMOTE method. These three approaches are investigated in PAPER 3 in several
variants using the general HP set from RQ 3.2 (section 4.3.2). Again, a modest and scene-
dependent increase in semantic accuracy is observed due to a higher recall for the infrequent
classes.
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Figure 37: Dataset optimization methods for semantic point cloud segmentation: a) Dataset
expansion by randomly copying points, b) weighting the loss function, and c)
dataset expansion by copying inputs with infrequent points.

Conclusion and outlook: DHPs represent a measurable influence for the semantic seg-
mentation of point clouds. The DHPs: Class definitions, proportion of erroneous points and
class size differences influence the semantic segmentation results and are optimized in the
context of this work. However, this optimization can only be valid for a proportion of the
scenes. Further investigations on DHPs are necessary to establish rules for the optimal
choice of them. An analysis of the semantics in the scenes is necessary.
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This section summarizes the key findings, the conclusions and the responses to the RQs
(section 5.1). Intermediate conclusions are summarized in section 4 at the end of each RQ.
Next steps for further development and optimization based on the results of this work are
described in section 5.2.

5.1 Conclusion

This thesis shows that the development of a workflow with which any type of point clouds
can be semantically augmented, in any kind of application is not possible at the current state
of the art. The key reasons are lack of knowledge about datasets and undefined rules for
HPs. Nevertheless, DL methods are most suitable for semantic segmentation.

The semantic enhancement of 3D point clouds is a necessary step in order to produce highly
accurate digital models of the real world. The semantics of point clouds is central for the
usability and the interpretability, if automatic digital processing should or must used. DL
algorithms, such as point-based CNN, produce accurate semantic point clouds if optimal HPs
and sufficient training point clouds are used. Optimal HPs, algorithms, and training data were
explored on the HCU main building dataset and predominantly with the PointNet method in
this thesis. In order to investigate the influences three developments were necessary:

• The development of a workflow for automatic semantic segmentation.

• The development of a tool for manual semantic segmentation.

• The development of a quality model for the process and the semantic point cloud.

The first challenge in workflow development was, that most DL methods use their own data
pre-processing methods. This is dictated by the data format of the recording sensor and is
not adapted for the optimal performance of the algorithm or to the data content.

The second challenge is the advancement of the hardware, APIs, and DL methods. To ef-
fectively consider new hardware and API developments as well as different DL algorithms,
a modular workflow which is independent of the dataset formats has been developed. This
workflow consists of the modules for feature extension, feature value normalization, input
formatting, training, evaluation and application. Each module can be modified by a few pa-
rameters. The described workflow is a bridge between high-end developments and practical
measurements.

Tools for point cloud annotations shall accelerate, simplify, standardize and optimize the
very labor-intensive, individual process of point cloud annotation. The semantic point clouds
are crucial, because they are the knowledge carrier of DL algorithms. The development of
the PCCT is based on the above requirements and reduces individual human influences by
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means of automatic segmentation. A reduction of the processing time compared to Recap
was possible by 42% on average. However, this resultes in a decrease in semantic ac-
curacy of up to 16% for recall and up to 12% for precision across all classes. The PCCT
multi-user capability makes it ideal for studies in which different segmentation performances
are investigated as an influence or allow efficient processing of large datasets by different
users.

Which metrics are used for an evaluation is not standardized in literature and the exact ex-
presses of each metric is sometimes not clear. In addition, these metrics usually only repre-
sent the semantic accuracy in relation to a GT dataset. All these ambiguities in the definitions
limit the meaningfulness of the metrics. A complete evaluation of a semantic point cloud in-
cludes several characteristics, such as geometric accuracy, reliability, completeness, avail-
ability, and integrity. These characteristics of the semantic point cloud are represented by the
quality model developed in this work. A complete evaluation and comparison of the dataset
characteristics and performance of all processing steps is thus possible. The metrics are
integrated into the quality model as quality parameters and define together with additional
quality parameters a higher significance model for systematic investigations, comparisons
and the examination for the suitability of data and algorithms in a specific application.

The three developments of the thesis are used to study the influence of datasets and point
clouds in manual and automatic semantic segmentations. Differences in accuracy, effec-
tiveness, and efficiency in manual semantic segmentation were identified, caused by the
functions in the tools, the user training, and the point clouds. It was found that further de-
velopments of annotation tools are mandatory in order to produce sufficient training data for
productive applications of DL algorithms. Training data point clouds are key materials, but
have been rarely studied.

This work focuses on the characteristics of the datasets and the point clouds. The presence
of erroneous points affects the semantic segmentation by decreasing the semantic accuracy
of frequent classes. In contrast, for infrequent classes an increase in semantic accuracy is
observed of up to 22% (interior) for the PointNet baseline method, if the class Erroneous
points is part of the class definition. Unequal class partitioning leads to the fact that infre-
quent classes have a lower accuracy. In many examples of this thesis it can be observed
that frequent classes are learned very well (> 90% recall) and infrequent classes are not
learned (< 50% recall). Systematic and artificial modification of the point cloud dataset can
improve the recognizability of infrequent classes (recall > 50%). Classes that show very
similar features are more difficult to separate than classes that have different features (e.g.,
heights). A hierarchical approach for the class definition could in some cases (e.g., windows
and doors as openings) improve the semantic segmentation. This can be observed from the
recall, which is up to 43% higher for the class Openings in the baseline method.

Finally, not only the characteristics of the individual points are crucial, but also the character-
istics of a neighborhood. How the local and global neighborhood can be taken into account
is discussed in many papers, but general rules that allow to apply them are not available yet.
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Some attempts have been made to take into account different densities and different large
areas in the input to the algorithm. However, its influence remains to be investigated in detail.
Some possible approaches have been examined in this work and some new approaches will
be explained in the outlook (section 5.2).

5.2 Outlook

The research of this dissertation reveals three additional research areas that require further
investigations and developments. These research areas are the optimization of the input to
DL algorithms (section 5.2.1), the manual pre-selection of feature variables (section 5.2.2),
and the application of the quality model (section 5.2.3). Furthermore, research on algorithms,
on strategies for optimization of HPs and combinations of ML and DL are the current issues.

5.2.1 Input format

In the semantic segmentation of point clouds with DL methods, the semantics are learned
from the arrangement of the points and its additional feature variables, such as intensity, point
normals or color values. Point clouds containing hundreds of thousands of points cannot be
fed into a network architecture at once, so only a subset can be processed at each time. As a
result, a subset of the information can be used for global feature extraction and classification.
Information from the entire point cloud is not known at all (in the case of PointNet) or only
insufficiently known (in the case of RandLaNet or PointNet++). For PointNet and 2D CNNs
a possible approach to address this issue is the use of graphs as input format, such as
described in section 2.6.2. Supplementing these methods of the literature, local and global
adjacency matrices expressing the adjacency of the points can be computed from a kNN
graph for each point. Adjacency matrices have the advantage that they order the topological
relationships and can be represented in a 2D format. By multiplying the adjacency matrices
with the features of the points, a tensor can be computed for input to a 2D CNN, such as U-
Net (Figure 38). Also, the adjacency matrix for a local area may be used as a direct input to
PointNet and is a carrier of additional information about the local relationships of the points.

Figure 38: Process for creating an adjacency matrix and applying it as a network input.
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Initial tests of this method show that an increase in semantic accuracy is possible with a
PointNet architecture. Currently, data preparation is the bottleneck of this method. Larger
studies with different datasets need to be conducted to validate this observation. The input
format of the point cloud to the algorithm is seen as an important influence that must be
investigated systematically in future research.

5.2.2 Hand-crafted feature selection

The manual selection of features for semantic segmentation with ML methods is necessary
for pre-processing of point cloud data, which was investigated and optimized in [185]. This
idea is applied to CNN in [40, 278] by computingmoments and eigenvalues as additional fea-
tures. Subsequently, an optimization of the set of input features is performed. Eigenvalues
and moments carry information not only about the point itself, but also about the neighbor-
hood, so they bring in more global information into the algorithm. To compute this type of
features, it is necessary to define a local neighborhood over which the eigenvalues are deter-
mined. In a test, the sum of eigenvalue, the planarity and the linearity are calculated, using
a radius of 3.5 cm for including the neighborhood. These differences of values are shown in
Figures 39b to 39d. Figure 39a shows the GT classification of the point cloud. It can be seen
that object boundaries can be distinguished more accurate than in the case of most spectral
features.

Figure 39: Eigenvalue based features calculated from geometric features (x, y, z): a) GT
semantic segmentation. b) Sum of eigenvalues as feature. c) Planarity as a
feature. d) Linearity as a feature. A histogram is shown next to the legend.

In the experiment for this approach two tests were performed with the PointNet workflow.
These experiments show that for the class combination Erroneous points and Objects com-
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parable accuracies are achieved with baseline method (Figure 40). For the class combination
of Interior and Building parts, it can be demonstrate that with the new eigenvalue feature set
recall and precision decrease of more than 30% (Figure 41). In further studies the feature
calculation and the variable selection have to be optimized to improve automatic semantic
segmentation.

Figure 40: Semantic point cloud for the classes Objects and Erroneous points. The semantic
segmentation is performed using the PointNet-based workflow with the features:
x-, y-,z-coordinates, sum of eigenvalues, planarity and linearity.

Figure 41: Semantic point cloud for the classes Building parts and Interior. The semantic
segmentation is performed using the PointNet-based workflow with the features:
x-, y-, z-coordinates, sum of eigenvalues, planarity and linearity.

5.2.3 Point cloud quality assessment

The evaluation of semantic segmentation in real-world applications has been treated only
marginally in the developments so far. Since the influence of the data and its enhancement
is crucial for the performance of the algorithms, these should be investigated in more detail.
The developed quality model of this work provides a basis for this, for which thresholds per
quality parameter still have to be defined. These should be primary for frequent applications
of semantic segmentation, as it is the case for indoor scenes, facades, or street scenes. In
addition, these thresholds must be algorithm-dependently determined.
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Klassifizierung von fehlerhaft gemessenen Punkten in 
3D-Punktwolken mit ConvNet 
Eike BARNEFSKE und Harald STERNBERG 

1 Einleitung 

Punktwolken dienen als einfaches Modell oder als Grundlage von Planungen, geometrischen 
Analysen und komplexen Modellierungen. Häufig sind im ersten Schritt Teilpunktwolken 
für diese Aufgaben zu erstellen. Eine Filterung nach fehlerhaft gemessenen Punkten oder ein 
modellbasiertes Reduzieren der Punktwolkendichte sind häufig die ersten Klassifizierungen, 
die auf eine Punktwolke angewendet werden. Hierfür werden vorrangig händische oder mo-
dellbasierte Verfahren genutzt. Alternativ zu modell- bzw. wissensbasierten Klassifizie-
rungsverfahren werden datenbasierte Klassifizierungen entwickelt, um die Auswertungszeit 
zu reduzieren, die Klassifizierungsqualität bei unterschiedlichen Aufnahmesystemen und 
Szenen zu steigern, sowie um die Klassifizierung zu automatisieren. Hierfür finden u. a. Con-
volutional Neurale Netzwerke (ConvNet) Anwendung, die das Wissen aus den klassifizierten 
Punktwolken (Trainingsdaten) lernen und dieses in der Anwendungsphase nutzen, um unbe-
kannte Punkte zu klassifizieren. Die Klassifizierungsleistung der ConvNet wird folglich 
durch die Netzwerkarchitektur und die Trainingsdaten (Wissen des Algorithmus) beeinflusst. 

Arbeiten von QI ET AL. (2017A), HACKEL ET AL. (2017) u. a. zur semantischen Klassifizie-
rung mit ConvNet richten sich an folgendes Ziel: Es sollen die Punkte identifiziert werden, 
welche bestimmte Objekte in der Aufnahmeszene (z. B. Bäume oder Straßen) beschreiben. 
Hierbei werden aber fehlerhaft gemessene Punkte, die i. d. R. nur wenige Prozent der gesam-
ten Punktwolke einnehmen, nicht betrachtet und einfach einer Objektklasse zugeordnet. 
Diese fehlerhaften Punkte treten z. B. in der Form von Mixed Pixel, Mehrwegeeffekten, ei-
nem großen Oberflächenrauschen oder Phantompunkten auf.  

Der Einfluss der fehlerhaft gemessenen Punkte auf die semantische Klassifizierung und eine 
Klassifizierung nach fehlerhaften gemessenen Punkten ist Gegenstand der Untersuchungen 
dieser Arbeit. Hierfür werden händisch klassifizierte Punktwolken in unterschiedlichen Klas-
senkombinationen für das Training und die Evaluierung der Klassifizierungsleistung verwen-
det. 

Es werden die Unterschiede und Ähnlichkeiten von modell- und datenbasierten Klassifikati-
onsverfahren vorgestellt (Abschnitt 2.1). Die Funktionsweise von ConvNet (Abschnitt 2.2) 
und verschiedene ConvNet-Modelle für strukturierte und unstrukturierte Punktwolken wer-
den erläutert (Abschnitte 2.3 und 2.4). Der Einfluss bei vier unterschiedlichen Klassenkom-
binationen mit und ohne fehlerhaften Punkten auf die Klassifizierungsleistung wird am Bei-
spiel der Netzwerkarchitektur von PointNet untersucht (Abschnitte 3.1 bis 3.3). Aufbauend 
auf den Beobachtungen der Untersuchungen werden Strategien für das Training von 
ConvNet zur Klassifizierung von fehlerhaft gemessenen Punkten vorgestellt. Zudem werden 
Ideen vorgestellt, um den Einfluss von fehlerhaft gemessenen Punkten bei Klassifizierungen 
zu minieren (Abschnitt 3.4). 
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2 Klassifizierung von Punktwolken 

Punktwolken stellen geometrisch einen erfassten Raum dar, lassen aber ohne weiteres Wis-
sen eine semantische Trennung von einzelnen Objekten in der erfassten Szene nicht zu. Diese 
semantische Zerlegung der Punktwolke in Unterpunktwolken ist ein wichtiger Schritt des 
Auswertungsprozesses von Punktwolken, damit zum einen fehlerhaft gemessene Punkte aus 
der Punktwolke entfernt werden und zum anderen Objekte in einer Szene semantisch unter-
schieden werden können. Eine semantische Unterscheidung ist wichtig, da nicht alle erfass-
ten Objekte für eine Fragestellung von Interesse sind. Für die Erstellung von Stadtmodellen 
sind z. B. Bauwerke von Interesse, Fahrzeuge hingegen werden hier als störende Objekte 
deklariert. Soll die Punktwolke für die Analyse des Verkehrsraums, z. B. bei der Verkehrs-
planung oder der Navigation, verwendet werden, sind Punkte, die Objekte auf den Verkehrs-
wegen (Autos, Fußgänger und Radfahrer) erfassen, von vornehmlichem Interesse. 

Die Trennung von Punkten, die Objekte beschreiben und Punkten, die aufgrund von Mess-
fehlern entstanden sind, wird i. d. R mit Filtern durchgeführt. Diese Filter nutzen allgemeine 
oder sensorspezifische Modelle zur Unterscheidung, ob ein Punkt zu einem Objekt gehört 
oder aufgrund eines Messfehlers entstanden ist. Zudem werden die Filter zum Homogenisie-
ren der Punktwolkendichte und zur Auswahl von Punktwolkenabschnitten eingesetzt. Filter 
haben den Nachteil, dass viel Wissen über die Punktwolke vorhanden sein muss und dieses 
für jeden möglichen Fall angewendet werden muss. 

In einem nachfolgenden Schritt kommen i. d. R. andere Modelle zur automatischen semanti-
schen Trennung der Punktwolken nach Objektklassen zum Einsatz. Beispielhaft werden 
diese modellbasierten Verfahren vorgestellt. Im Gegensatz zu den modellbasierten Klassifi-
zierungsverfahren werden vermehrt datenbasierte Klassierungsverfahren entwickelt, die die 
Trennung der Punktwolken nicht aufgrund von vorgegebenem Wissen, sondern von erlern-
tem Wissen für die semantische Trennung der Punktwolken durchführen. Den populärsten 
Ansatz stellen zurzeit ConvNet dar, dessen Einsatz an einigen Beispielen vorgestellt wird. 

2.1 Modellbasierte Segmentierung und Klassifizierung 

Die Klassifizierung von Punktwolken basiert auf den vier zentralen Arbeitsschritten, und 
zwar (1) der Detektion von Merkmalen, (2) dem Sortieren der Punkte nach diesen Merkma-
len, (3) dem Festlegen von Grenzen, die die Gruppen (Segmente) mit ähnlichen Merkmalen 
voneinander unterscheiden, und (4) dem Zuweisen eines Klassennamens an alle Segmente 
mit gleichen bzw. ähnlichen Merkmalen. Die Arbeitsschritte 1 bis 3 werden als Segmentie-
rung bezeichnet, auf die eine Klassifikation folgen kann. Bei modellbasierten Verfahren kön-
nen diese Arbeitsschritte i. d. R. eindeutig von dem der Klassifikation unterschieden werden. 
Dies ist bei datenbasierten Verfahren zunehmend nicht mehr möglich, da die Generierung 
der Segmente aufgrund von Klassenmerkmalen in einem Schritt erfolgt. Eine modellbasierte 
Auswertung von Punktwolken hingegen ist in verschiedenen Auswertestufen gut zu untertei-
len. In jeder Stufe wird nach einem bestimmten und beschreibbaren Merkmal in der Punkt-
wolke gesucht. Punkte, die das gesuchte Merkmal mit ähnlicher Ausprägung tragen, werden 
als Segmente oder Klassen zusammengefasst. Ein Beispiel hierfür ist die Unterteilung von 
Punktwolken in zwei oder mehrere Segmente in Abhängigkeit von der Distanz zum Aufnah-
mestandort (Merkmal ist hier die Distanz). Die erste Auswertungsstufe ist häufig das „Fil-
tern“ von fehlerhaften Punkten, deren Auftreten in der Punktwolke zum Teil beschrieben 
werden kann. Dieser Stufe folgen verschiedene weitere Stufen, in denen Segmentierung- und 
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Klassifikationsverfahren mit dem Ziel der Generierung von Objektklassen angewendet wer-
den. 

Die graphbasierte Segmentierung von Punktwolken ist ein weit verbreitetes Verfahren, an-
hand dessen die Arbeitsschritte 1 bis 3 der Segmentierung gut nachzuvollziehen sind. Die 
einzelnen Punkte der Punktwolke stellen die Knoten des Graphen dar, die durch Kanten mit-
einander verbunden sind. Jede Kante erhält, aufgrund der Merkmalsunterschiede zwischen 
den Punkten, ein oder mehrere Gewichte, die gemessen oder berechnet werden (1). 
STORM ET AL., (2010) nutzen z. B. Farbinformationen (RGB-Werte), euklidische Distanzen 
und die Richtung der Punktnormalen, die über ein lokales Netz berechnet werden. Weitere 
Merkmale, die Laserscanner messen und für die Unterscheidung von Objekten einen Mehr-
wert darstellen, sind die Intensität oder die Rückkehrreihenfolge des empfangenen Signals. 
Bei der graphbasierten Segmentierung werden die Kanten mit den dazugehörigen Punkten 
anhand der Gewichte eines Merkmales, i. d. R. absteigend, sortiert (2) und ein Startgrenzwert 
für jedes Gewicht wird festgelegt (3). In einem iterativen Prozess werden Punkte einem Seg-
ment zugeordnet, Segmente zusammengefasst oder neue Segmente erstellt. Die Entschei-
dung, ob Segmente zusammengefasst oder neue Segmente gebildet werden, wird durch einen 
Grenzwert oder durch alle Grenzwerte bestimmt (FELZENSZWALB & HUTTENLOCHER, 2004). 
Erweiterungen des Algorithmus sehen ein dynamisches Anpassen der Grenzwerte vor, um 
optimale und detaillierte Segmente zu berechnen. Dieses Verfahren wird häufig um Voxel-
Gitter erweitert (wie bei AIJAZI ET AL., 2013), da bei unstrukturierten Punktwolken durch ein 
festes oder ein dynamisches Gitter die Auswertung vereinfacht und beschleunigt werden 
kann. Die graphbasierte Segmentierung kann auf verschiedenen Oberflächen, wie vermasch-
ten Punktwolken, Voxel-Gittern oder Oberflächenmodellen, erfolgen. Bei der Erstellung die-
ser Modelle erfolgt immer eine Generalisierung der Messwerte, so dass eine punktscharfe 
Segmentierung, wie sie für die Klassifikation von Messfehlern notwendig wäre, nicht mehr 
möglich ist. 

2.2 Klassifizierung mit ConvNet 

ConvNets werden für die detaillierte und automatische Klassifikation von Bildern eingesetzt, 
um die Inhalte der Bilder automatisch zu entschlüsseln und diese nach semantischen Aspek-
ten zu clustern (GIRSHICK ET AL., 2014, GIRSHICK, 2015, REN ET AL., 2016). In digitalen Bil-
dern sind die Merkmale, die für die Klassifikation von Objekten verwendet werden, in gleich-
mäßigen und gleich großen Rastern (Pixel) angeordnet. Diese Anordnung der Merkmale und 
die scharfe Abgrenzung der Merkmale bei gleichzeitiger lückenloser Verfügbarkeit ermögli-
chen ein sofortiges und effizientes Verarbeiten der Bilder mit Verfahren der Matrizenrech-
nungen. Mittels der Merkmale in den Eingabebildern und dessen Nachbarschaft, werden neue 
multidimensionale Merkmale in einer Convolutional-Schicht extrahiert. Neue Merkmale 
werden durch das Multiplizieren der Information mit festen Gewichten, die in einem ein- 
oder mehrdimensionalen Filter angeordnet sind, bestimmt. Die Größe des Filters und die Ge-
wichte, werden für die Klassifizierungsaufgabe so ausgewählt, dass eindeutige Merkmale 
bestimmt werden können (Abb. 1). 
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Abb. 1: Funktion einer Convolutional-Schicht am Beispiel einer 5 x 5 Eingabe und eines 3 x 3 Filters 
ohne Ausfüllen des Filters. Im Anschluss an diese Schicht können weitere Convolutional- oder Pooling- 
Schichten folgen. 

Liegt für jeden Merkmalsträger mehr als ein Merkmal vor (dieses ist z. B. der Fall, wenn ein 
Bild aus drei Farbkanälen besteht), dann wird der Filter auf jeden Informationskanal ange-
wendet und die Summe der neuen Merkmale je Träger bestimmt. Die Merkmale aus einer 
oder mehreren Convolution-Schichten werden durch das Pooling aggregiert. Hierbei wird ein 
weiteres Raster über eine feste Anzahl an Merkmalsträgern gelegt und die Merkmale werden 
zu einem Wert in einer Rasterzelle zusammengefasst. Hierfür wird meist der größte, der 
kleinste oder der mittlere Merkmalswert verwendet. Die eigentliche Klassifizierung wird 
durch ein „normales“, künstliches neurales Netz (KNN) durchgeführt, in dem alle Merkmale 
der letzten Convolution-Pooling-Schicht mit den möglichen Netzausgaben (Klassen) ver-
knüpft werden, so dass ein Vektor aufgestellt wird, der für jede Klasse eine Netzausgabe 
ausgibt. Funktionen wie Softmax, die auf dem Vektor angewendet werden, ermöglichen das 
Bestimmen der wahrscheinlichsten Klasse für jeden Merkmalsträger bzw. jedes Pixel 
(SZE ET AL., 2017). 

2.3 ConvNet für Punktwolkenklassifikationen mit Gitterstrukturen 

Punktwolken sind i. d. R. unsortiert, weisen regional unterschiedliche Punktdichten und eine 
unregelmäßige Verteilung der Merkmale auf, so dass viele Punktwolkenklassifizierungsver-
fahren einen Zwischenschritt benötigen. Dieser Zwischenschritt hat das Ziel, die Punktwol-
ken in eine Struktur zu überführen, die Pixel oder Voxel nutzt. Hierfür werden die Punktwol-
ken in andere Räume projiziert und Informationen zusammengefasst. Details gehen durch 
diese Vorverarbeitung verloren und fehlerhafte Punkte, die nur vereinzelt auftreten, werden 
bei der späteren Klassifizierung fälschlicherweise einer anderen Objektgruppe zugeordnet. 

Anwendungen, bei denen größere einzelne Objekte in der Punktwolke während der Auf-
nahme zu klassifizieren bzw. durch eine Bounding Box zu markieren sind, sind aktuell nur 
durch eine Generalisierung der Punktwolke vor der Klassifizierung möglich. PIXOR 
(YANG ET AL., 2018) ist ein ConvNet für die Klassifizierung von Fahrzeugen und deren Be-
wegungsrichtung in dreidimensionalen Punktwolken. Hierfür wird eine Generalisierung 
durch das Erzeugen einer Vogelperspektivenansicht durchgeführt. Diese 2D-Ansicht wird in 
Voxel / Pixel unterteilt. Auf dieser vorverarbeiteten Punktwolke können die 2D-ConvNet 
angewendet werden.  
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Die Voxel-Struktur wird in einer Vielzahl von Arbeiten als Grundlage für ein occupancy grid 
verwendet. Ein occupancy grid ist eine Rasterstruktur, in der die Zellen dem Zustand „vor-
handen sein“ oder „nicht vorhandenen sein“ von Punkten zugeordnet werden. Durch dieses 
Raster werden die Punktwolken abstrahiert. Ziel der Verwendung des occupancy grids ist es, 
eine Punktwolke effizient in die 26 Klassen des Sydney Urban Objects Dataset (DEUGE ET. 
AL., 2013) zu unterteilen. Bei VoxNet (MATURANA & SCHERER, 2015) wird die Punktwolke 
in quadratische Voxel-Segmente unterteilt. Jedes Voxel-Segment wird wiederum in 32³ Sub-
voxel unterteilt, für die ein Wert für den Besetzungszustand (z. B. binärer oder als punkt-
dichte Wert) berechnet wird. Jedes Voxel-Segment ist ein Tensor aus 32 x 32 x 32 Einträgen. 
Dieser Tensor wird an ein 3D-ConvNet übergeben und für das Voxel-Segment wird eine 
Klasse bestimmt, der alle Punkte, die in dieses Segment fallen, zugeordnet werden.  

HACKEL ET AL. (2017) folgen diesem Verfahren, berechnen aber um jeden Punkt der Punkt-
wolke ein 16 x 16 x 16 großes Voxel-Gitter bei fünf unterschiedlich großen Kantenlängen 
(von 2,5 bis 40 cm). Für jeden der Voxel wird ein Besetzungszustand berechnet, so dass ein 
5 x 16 x 16 x 16 Tensor entsteht, der die geometrische Nachbarschaft des Punktes beschreibt. 
Die Merkmale dieses Tensors für jeden Punkt werden mit einem ConvNet in Anlehnung an 
das ConvNet VGG von SIMONYAN & ZISSERMAN (2014) verarbeitet, so dass für jeden Punkt 
die Klassifizierung durch den Softmax-Layer (Klassifizierungsfunktion) erfolgt. Dieser An-
satz, der punktorientierten Klassifizierung von komplexen dreidimensionalen Punktwolken, 
wird bei PointNet und dessen Erweiterungen weiterverfolgt. 

2.4 PointNet und Erweiterungen 

Das PointNet (QI ET AL. 2017A) in seiner Grundform besteht aus einer Eingabeschicht, in der 
eine vollständige, kleine Punktwolke (2000 bis 4000 Punkte) oder ein Punktwolkensegment 
(Ausschnitt einer großen Punktwolke) als Tensor verarbeitet wird. Die Punktwolke bzw. der 
Tensor besteht mindestens aus den Punkten (n) mit Koordinatentripel (obligatorisch) und den 
optionalen Merkmalen (m), wie Normalen-Vektoren der Punkte, RGB- oder Intensitätswer-
ten. Die Werte des eingelesenen Tensors werden durch ein T-Net, eine ConvNet für eine 
Starrkörpertransformation, in den Schwerpunkt des Punktwolkensegments transformiert. 
Diese Transformation kann sowohl auf Merkmale als auch auf Koordinaten angewendet wer-
den. Nach der Transformation sind die Verarbeitungsschritte des PointNet, die hochdimen-
sionale Merkmalsextraktion, die Sortierung und das Zusammenfassen von Merkmalen, so 
dass Punkte aufgrund der Merkmale einer Klasse zugeordnet werden können. Die Funktions-
weise von PointNet entspricht dabei zweier verketteter Funktionen. Die innere Funktion ex-
trahiert die Merkmale auf Grundlage der Merkmale der vorherigen Schichten. Dieses wird 
durch Multilayer Perceptron (MLP) erreicht. MLP sind mehr Schichten von verketten Noten 
eines KNN. Die äußere Funktion ist die sortierende bzw. aggregierende Funktion, die Merk-
male zusammenfasst. Diese wird durch eine Max-Pooling–Schicht umgesetzt. Für die Seg-
mentierung bzw. punktweise Klassifikation werden lokale und globale Merkmale miteinan-
der kombiniert. D. h. ein neuer Tensor mit den Dimensionen (n x mlokal + mgobal), der aus den 
aggregierten Merkmalen und den lokalen Merkmalen jedes Punktes besteht, wird erstellt. 
Aus diesem Tensor werden wieder neue Merkmale je Punkt extrahiert und aggregiert. Für 
jeden Punkt werden Merkmale durch die MLP zusammengefasst, so dass eine Klassifizie-
rung, in k vorgegebenen Klassen, erfolgen kann. Diese Klassifizierung erfolgt aufgrund des 
höchsten Wertes des Klassenvektors jedes Punktes (Abb. 2). 
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Abb. 2: Vereinfachte Darstellung des PointNet Verfahrens zur Segmentierung und Klassifizierung von 
Punktwolken in Anlehnung an QI ET AL., (2017A). Multilayer Perceptron (MLP) werden für die Ex-
traktion von Merkmalen verwendet, die durch eine Max Pooling Funktion zusammengefasst werden. 
Die Concat-Funktion kombiniert Tensoren. Für jeden Punkt wird der höchste Ausgabewert aus den 
vorgegebenen Klassen bestimmt und so klassifiziert. 

PointNet in dieser Grundform kann nur Merkmale nutzen, die im Punktwolkensegment vor-
handen sind. Bei großen und unterschiedlich dichten Punktwolken führt dies zu fehlerhaften 
Klassifikationsergebnissen. QI ET AL., (2017B) nutzen PointNet als ein Baustein, führen aber 
eine Struktur von unterschiedlichen Schichten ein, in denen eine große Punktwolke schritt-
weise verkleinert wird (PointNet++). Aus der Punktwolke werden Punkte mit dem farthest-
point-sample (fps) -Algorithmus ausgewählt, die das Zentrum einer Region bilden. Die 
Punkte, die zu dieser Region gruppiert werden, werden über einen festen Radius ausgewählt, 
wodurch die Größe der Region immer konstant ist, aber die Anzahl der Punkte variiert. Für 
jede Region wird auf Grundlage der Merkmale ein regionaler Merkmalsvektor durch Point-
Net berechnet, so dass für jede Region ein neuer Merkmalsvektor entsteht. Aus allen neuen 
Merkmalsvektoren werden in gleicher Weise in der folgenden Schicht neue Merkmalsvekto-
ren berechnet. Wenn ein bestimmtes Abstraktionslevel für die Punktwolke, bzw. nun die 
Merkmale erreicht ist, dann werden diese Merkmale in der Segmentierungsphase wieder ent-
schlüsselt. Schichtweise werden die Merkmale an die Zentralpunkte übertragen. Die Merk-
male werden durch eine Interpolation an die benachbarten Punkte in der jeweiligen Schicht 
übertragen, so dass alle Punkte einen Merkmalsvektor mit ihren Merkmalen der zwei vorhe-
rigen Schichten haben. Mittels eines PointNet Bausteins werden für jeden Punkt aus diesen 
Merkmalen neue Merkmale aggregiert. In der letzten Segmentierungsschicht hat jeder Punkt 
ein Set an Merkmalen, welches für die Klassifizierung jedes Punktes verwendet wird. Hierbei 
liegt die Annahme vor, dass sich Merkmale gleichmäßig ausbreiten, was aber bei Punktwol-
ken mit heterogenen Objektvorkommen nicht zwangsläufig ist. PointNet++ kann um Be-
rechnungsschritte, die die unterschiedliche Punktdichte berücksichtigen, erweitert werden. 

ENGELMANN ET AL., (2017) adressieren ebenfalls das PointNet Problem, dass keine Merk-
male außerhalb eines Punktsegmentes geteilt werden und optimieren die Klassifikationsleis-
tung durch das Teilen von Merkmalen zwischen benachbarten Punktsegmenten. Dieses ent-
spricht der natürlichen Merkmalsausbreitung in Punktwolken mit einer Vielzahl von unter-
schiedlichen Objekten. In dieser Erweiterung werden zwei Prozessketten vorgestellt, die zum 
einen die Eingabeschicht und zum anderen die Aggregation von Merkmalen verschiedener 
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Punktsegmente betreffen. In der ersten Prozesskette werden Punktsegmente mit verschiede-
nen Größen um einen Punkt gebildet, die unabhängig mit einem PointNet Baustein ausge-
wertet werden. In einer Verdichtungsschicht werden die Merkmalsvektoren der einzelnen 
Blöcke vereinigt und durch eine Max-Pooling-Schicht aggregiert. Die aggregierten Merk-
male und lokalen Merkmale werden wieder verkettet (concat) und für alle Punkte wird ein 
n x k Tensor aufgestellt, mit dem die Klassifizierung für jeden Punkt berechnet wird.  

Die zweite Prozesskette sieht vor, dass eine feste Anzahl an benachbarten Punktsegmenten 
gleichzeitig Merkmale extrahiert und diese teilt. Die Aggregation der Merkmale erfolgt durch 
ein Recurrent (wiederholendes) Neuronales Netz (RNN). Mit dieser Art des KNN werden 
Informationsketten verarbeitet, um neue Merkmale über einen Abschnitt oder die gesamte 
Informationskette zu erhalten (GOODFELLOW ET AL., 2016, S 368ff). Diese aggregierten 
Merkmale werden Punktsegmentweise zusammengefasst und für alle Punkte aller Punktseg-
mente erfolgt eine Klassifikation separat. 

3 Einfluss von Trainingsdaten 

Die Klassifizierungsleistung von ConvNet wird neben der Art und Weise, wie die Merkmale 
extrahiert und aggregiert werden (Netzwerkarchitektur), maßgeblich von den Daten, mit de-
nen das Wissen erlernt wird (Trainingsdaten), beeinflusst. Für eine zuverlässige Klassifizie-
rung einer Punktwolke ist das ConvNet mit Trainingsdaten zu trainieren, in denen ausrei-
chend viele Punkte mit ähnlichen Merkmalen vorhanden sind, damit die Klassen der Punkt-
wolke zuverlässig erlernt werden können. Als Einschränkung zu dieser Forderung müssen 
die Merkmale aber eine Verschiedenheit bzw. Streuung innerhalb der Klassen aufweisen, 
damit auch eine Klassifizierung erfolgen kann, wenn Objekte in einem anderen szenischen 
Zusammenhang auftreten, ein Messrauschen vorliegt oder fehlerhaft gemessene Punkte in 
der Punktwolke vorhanden sind. Der Einfluss von fehlerhaft gemessenen Punkten ist ein noch 
wenig untersuchtes Themenfeld.  

In BARNEFSKE & STERNBERG (2019) konnte beobachtet werden, dass Punktwolken, in denen 
fehlerhafte Punkte vorhanden sind, weniger zuverlässig klassifiziert werden, als Punktwol-
ken, in denen diese Punkte entfernt wurden. Der Einfluss dieser fehlerhaften Punkte, die vor-
nehmlich durch Brechung und Reflexion an Glas- und Spiegelflächen, der Strahlendivergenz 
an Ecken und Kanten oder beweglichen Objekten in der Aufnahmeszene stammen, wird nun 
anhand von zwei Punktwolkensets näher untersucht. Für die Untersuchungen wird die Punkt-
wolken von mehreren Standpunkten des Punktwolkensets mit PointNet trainiert und evalu-
iert. 

3.1 Netzwerkarchitektur, Trainingsparameter und Optimierungsmethode 

Die Untersuchung der Klassifizierungsleistung von Punktwolken, die aus verschiedenen 
Klassenkombinationen bestehen, wird mit der Netzwerkarchitektur PointNet für die seman-
tische Klassifikation von Szenen durchgeführt. Hierfür wird PointNet mehrfach mit den glei-
chen Trainingsparametern trainiert und die Evaluationsergebnisse werden nach 50 Epochen 
verglichen. Für das Training wird, in Anlehnung an QI ET AL., (2017A), die Adam-Optimie-
rungsfunktion und eine Batchsize von 20 verwendet. Alle Gewichte des Netzes werden für 
jeden Trainingsdurchgang zufällig initialisiert. Die Blöcke der Eingabeschicht beinhalten 
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4096 Punkte und bestehen nur aus geometrischen Merkmalen, in Form von den Koordina-
tentripeln. Diese Restriktion auf 4096 Punkte je Block ist notwendig, damit die Berechnun-
gen auf einem Nivida GeForce GTX 1080 GPU durchgeführt werden können. 

3.2 Trainings- und Untersuchungspunktwolken 

Die Klassifizierungsleistung wird mit Punktwolken untersucht, die Straßen und einen Park 
in der Hamburger HafenCity zeigen. Die Punktwolken wurden mit zwei verschiedenen La-
serscannern an denselben Aufnahmeorten erstellt, so dass die gleichen Objekte in jeder 
Punktwolke vertreten sind. Variationen treten durch Fahrzeuge und Fußgänger auf. Die 
Punktwolken des ersten Sets wurden mit dem Laserscanner Zoller + Fröhlich Imager5010 
mit einer Auflösungseinstellung von 6 mm bei 10 m erfasst. In der Nachbearbeitung wurden 
die Punktwolken durch Panoramabilder eingefärbt, die an der gleichen Position erstellt wur-
den. Das zweite Punktwolkenset wurde mit dem Faro Focus3D Laserscanner erstellt. Die 
Punktdichte in einer Entfernung von 10 m ist ähnlich zu der des ersten Punktwolkensets. Die 
Kolorierung der Punktwolke erfolgt durch die integrierte Kamera des Laserscanners. 

Alle Punktwolkensets wurden manuell in elf Klassen (Straße, Gehweg, Bodenvegetation, 
Mensch, Stativ, Auto, Bauwerk, Baum, Straßenschild, fehlerhafte Punkte und Sonstiges) ein-
geteilt und können für die folgenden Untersuchungsfragen kombiniert werden. Diese elf 
Klassen teilen die Punktwolke in die größten Sinnklassen und in die Klassen, die für die 
Untersuchung von besonderem Interesse sind, auf. Die Anzahl der Punkte in jeder Klasse 
variiert von weniger als 1 % (z. B. Stativ) bis zu 30 % (z. B. Bauwerk). Dies entspricht den 
normalen Verhältnissen in gemessenen Punktwolken, stellt aber für das Training eine un-
günstige Kombination dar, da einige Klassen nur durch sehr wenige Punkte erlernt werden 
können. Es werden vier Kombinationen an Klassen erstellt:  

(A) Alle Klassen.  
(B) Alle Klassen, die mit mehr als 2 % an Punkten vertreten sind. 
(C) Alle Klassen aus (B) und die Klasse fehlerhafte (gemessene) Punkte. 
(D) Fehlerhafte (gemessene) Punkte und alle restlichen Klassen zusammengefasst 
als eine Klasse. 

Die Anzahl der Punkte, die in einzelnen Punktwolken vorkommen, variiert in einigen Fällen 
sehr stark, so dass für das Training verschiedene Punktwolken kombiniert werden, damit die 
Anzahl der Punkte möglichst ausgeglichen ist. Die Evaluation erfolgt immer anhand dersel-
ben Punktwolke, so dass die Untersuchungen in sich vergleichbar sind, aber nicht zwingend 
auf andere Punktwolken übertragen werden können.  

Die Klassifizierungsleistung von Punktwolken wird mittels einer Punktwolke evaluiert, die 
keine Überschneidung zu den Trainingspunktwolken aufweist, aber aus dem gleichen Um-
feld stammt. Das bedeutet, dass die Bauwerke, die Bodenoberflächen und die Straßenschilder 
gleich sind. Für die Bewertung der Klassifizierungsleistung wird der Parameter Intersection 
over Union (IoU) verwendet. Die IoU ist die Schnittmenge der wahren und prädizierten 
Punkteklassen. Dieser Parameter setzt sich aus den zwei Parametern Recall und Präzision 
zusammen. Der Recall beschreibt das Verhältnis zwischen richtig klassifizierten Punkten und 
den wahren Punkten einer Klasse. Die Präzision drückt das Verhältnis zwischen richtig klas-
sifizierten Punkten und Punkten, die fehlerhafterweise dieser Klasse zugeordnet wurden, aus. 
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3.3 Untersuchung der Klassifizierungsleistung 

Die erste Klassenkombination (A) umfasst alle Klassen und zeigt die Klassifizierungsleis-
tung für die gesamte Punktwolke. Alle Punkte der Imager5010 Punktwolke werden in eine 
von vier Klassen, und zwar Baum, Bauwerk, Straßenschild oder fehlerhafte Punkte, einge-
ordnet. Die Klassifizierung von Bodenoberflächen ist für diese Klassenkombination nicht 
möglich, auch werden die kleinen Klassen nicht berücksichtigt. Die Werte des Recall und 
der Präzision von kleiner 50 % sowie einer maximalen IoU über alle Klassen von 10 % deu-
ten darauf hin, dass für diese Klassenkombination keine zuverlässige Klassifizierungsleis-
tung erzielt werden kann (Tabelle 1). 

Alle Punkte der Focus3D Punktwolke werden bei allen Klassifizierungsdurchgängen nur der 
größten Klasse Bauwerk zugeordnet (Tabelle 1), so dass festzustellen ist, dass eine Klassifi-
zierung mit PointNet für diese Punktwolke nicht gelingt. 

Tabelle 1: Klassifikationsergebnis bei Verwendung aller Klassen. b = beste Klassifizierung 
und s = schlechteste Klassifizierung. Den Klassen Straße, Gehweg, Mensch, 
Sonstiges, Stativ, Auto und fehlerhafte Punkte wurden keine Punkte zugewiesen. 
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Imager5010 
(b) 26 35 16 29 47 49 2 4 20 26 2 4 
(s) 12 44 0 34 37 47 0 4 10 29 0 4 

Focus3D 
(b) 0 100 0 0 0 33 0 0 0 33 0 0 

 

QI ET AL., 2017A klassifizieren mit PointNet eine photogrammetrische Innenraumpunktwolke 
des Datensets 3D Semantic Parsing of Large-Scale Indoor Spaces in 13 Klassen und errei-
chen eine IoU von 48 %. In dieser Punktwolke existiert keine Klasse von fehlerhafte Punkten. 
Die Verhältnisse der Klassengrößen werden nicht näher beschrieben bzw. sind nicht Gegen-
stand von Untersuchungen. Zudem sind diese Punktwolken durch ein anderes Messsystem 
aufgenommen worden. Im Folgenden wird u. a. anhand der Kombinationen B und C unter-
sucht, welchen Einfluss die Klassengrößen (B) und die Klasse: fehlerhafte Punkte (C) auf die 
Klassifizierungsleistung von LIDAR-Punktwolken, die mit PointNet klassifiziert werden, ha-
ben. 

Auffällig bei der Klassenkombination B ist, dass es zu einer Verwechslung bei den Klassen 
der Bodenoberflächen kommt. In der Imager5010 Punktwolke wird die Straße nicht richtig 
klassifiziert und die Klassen: Gehweg (Recall 95 %) und Bodenvegetation (Recall 59 %) gut 
klassifiziert. Eine gegensätzliche Beobachtung kann für die Focus3D Punktwolke gemacht 
werden. Hier wird die Klasse: Straße mit bis zu 99 % Recall klassifiziert und die Klassen: 
Gehweg und Bodenvegetation schwach und nicht klassifiziert (Tabelle 2). Es ist festzustel-
len, dass es bei diesen drei Klassen mit einer ähnlichen geometrischen Ausprägung zu einer 
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Überklassifizierung einer Klasse bzw. Minderklassifikation der anderen Klassen kommt. Die 
Klassen: Bauwerk und Baum, die ein Volumen ausfüllen können, können für beide Punkt-
wolken mit höheren Recall klassifiziert werden. Ein möglicher Grund für diese Beobachtung 
ist, dass das PointNet für Klassifizierungen von 3D-Objekten entwickelt wurde und dass für 
die Klassifizierung in diesen Untersuchungen nur geometrische Merkmale verwendet wur-
den. Eine Unterscheidung von ebenen Klassen ist mit diesen Daten besonders ungünstig. 

Tabelle 2: Klassifikationsergebnis unter Verwendung der sechs Objektklassen, die mehr als 
2 % der Punkte repräsentieren. b = beste Klassifizierung und s = schlechteste 
Klassifizierung. 
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Imager5010 
b 0 92 89 1 59 95 0 90 87 3 40 53 0 87 79 1 31 52 

s 0 94 67 6 0 94 0 71 75 24 0 53 0 68 55 5 0 51 
Focus3D 
b 99 70 72 40 0 0 46 69 87 6 0 0 46 53 65 5 0 0 

s 82 88 72 84 0 17 43 73 95 18 0 51 39 67 70 17 0 15 
 

Die Untersuchungen mit der Klassenkombination B zeigen des Weiteren, dass Klassifizie-
rungsleistung mit einer IoU von 57 % für den Imager5010 und von 51 % für den Focus3D 
erzielt werden können. Diese Klassifizierungsleistung ist mit den Ergebnissen QI ET AL., 
(2017A) vergleichbar, so dass festgestellt werden kann, dass das Messsystem, mit dem eine 
Punktwolke aufgenommen ist, nicht zwangsmäßig einen Einfluss auf die Klassifizierungs-
leistung von PointNet hat. Eine Steigerung der Klassifizierungsleistung wird hervorgerufen, 
wenn a) keine sehr kleinen Klassen oder / und b) keine fehlerhaften Punkte in der Punktwolke 
vorhanden sind. Zur Klärung, welche dieser Einflussgrößen maßgeblich verantwortlich sein 
kann, werden Klassifizierungen mit der Kombination C durchgeführt. 

Die Klassenkombination C umfasst zusätzlich zu den Klassen aus B, die Klasse der fehler-
haften Punkte. Mittels dieser Untersuchung wird überprüft, ob das Vorhandensein dieser 
Klasse die Klassifizierungsleistung beeinflusst, welches für die Imager5010 Punktwolke 
festgestellt werden kann. Für diese Punktwolke erfolgt eine Klassifizierung, wie bei der Klas-
senkombination A, nur in die gleichen vier Kassen. Die Werte für Recall und Präzision sind 
mehrheitlich um nur wenige Prozent höher, so dass eine signifikante Steigerung, aufgrund 
des Einflusses der Klassengrößen, hier nicht bestätigt werden kann (Tabelle 3).  

Eine mögliche Strategie, den Einfluss von fehlerhaften Punkten zu eliminieren, kann sein, 
die Klassifikation in mehreren Stufen, ähnlich den modellbasierten Klassifizierungsverfah-
ren, durchzuführen. In der ersten Stufe werden nur fehlerhafte Punkte von allen übrigen Ob-
jektklassen durch ein ConvNet getrennt. In den anschließenden Stufen wird die Punktwolke 
in Objektklassen unterteilt. Zur Untersuchung, ob mit PointNet eine Vorklassifikation durch-
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geführt werden kann, werden Punktwolken in die zwei Klassen: fehlerhafte Punkte und Ob-
jekte aufgeteilt (Kombination D) und es wird mit PointNet trainiert. Es ist anzumerken, dass 
der Anteil der fehlerhaften Punktwolken unter den Laserscannern unterschiedlich groß ist. 
Für die Punktwolke des Imger5010 sind 6,9 % der Punkte fehlerhafte Punkte und für den 
Focus3D 4,0 %. Für die Punktwolken des Focus3D konnte eine Unterscheidung zwischen 
Objekten und fehlerhaften Punkten nicht erreicht werden. Alle Punkte werden der anzahlmä-
ßig stärksten Klasse zugeordnet, welches immer zu einer IoU von 96,0 % bzw. 99,9 % führt. 
Eine Differenzierbarkeit ist nur bei den Punktwolken des Imager5010 zu beobachten, die 
zwischen 28,0 % und 80,0 % IoU stark variiert (Tabelle 4). In dieser Untersuchung zeigt sich 
erneut, dass das Verhältnis zwischen der Punktanzahl bei verschiedenen Klassen, die Klassi-
fizierung beeinflusst.  

Tabelle 3: Klassifikationsergebnis unter Verwendung der sechs Objektklassen, die mehr als 
2 % der Punkte repräsentieren und der Klasse: fehlerhafte Punkte. Mit b = beste 
Klassifizierung und s = schlechteste Klassifizierung. Die Klassen für Bodenflä-
chen: Straße, Bodenvegetation und Gehweg wurden durch PointNet nicht klas-
sifiziert. 
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Imager5010 
(b) 10 54 4 5 37 24 1 2 8 20 1 2 
(s) 8 29 15 28 41 89 1 4 7 28 1 3 

Tabelle 4: Klassifikationsergebnis bei einer Aufteilung der Punktwolke in die zwei Klassen: 
fehlerhafte Punkte und Objekte. Mit (b) beste Klassifizierung und (s) schlech-
teste Klassifizierung. Für den Focus3D wurden immer dieselben Ergebnisse er-
zielt. 

Punktwolken 
IoU in % Verteilung in Punkte in % 

alle Objekte fehlerh. 
Punkte Objekte fehlerh. 

Punkte 
Imager5010 (b) 80 89 8 93,1 6,9 
Imager5010 (s) 28 43 3 93,1 6,9 

Focus3D  92 96 0 96,0 4,0 
 

3.4 Umgang mit den Einflussgrößen 

Die Klassifizierungsuntersuchungen zeigen, dass der Inhalt und die Form der Trainings-
punktwolken (z. B. die Klassenaufteilung, in der die Punktwolken für das Training bereitge-
stellt werden) einen Einfluss auf die Klassifizierung haben. Die Netzwerkarchitektur Point-
Net ohne Erweiterungen wurde in dieser Arbeit angewendet und nicht verändert. 
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ENGELMANN ET AL. (2017) zeigen, dass für synthetische Punktwolken durch einfache Erwei-
terungen an der Eingabeschicht und der Aggregation Klassifizierungen mit einem IoU von 
90 % möglich sind. Ähnliche Adaptionen und die Vorschaltung von weiteren Vorverarbei-
tungsnetzwerken sind zentrale Parameter für die Entwicklung eines praxistauglichen Klassi-
fizierungsverfahrens.  

Die in dieser Arbeit untersuchten Einflussgrößen betreffen die Trainingsdaten. Hierbei wurde 
das Vorhandensein von fehlerhaften Punkten, die Anzahl der Klassen und das Punkteverhält-
nis bei verschiedenen Klassen untersucht. Fehlerhafte Punktwolken sind aufgrund der Unter-
suchungsergebnisse einflussgebend für Klassifizierungsleistung. Eine einfache Klassifizie-
rung nach fehlerhaften und nicht fehlerhaften Punkten ist, aufgrund der Ergebnisse für die 
Klassenkombination D, nicht möglich. Es ist hier zu untersuchen, ob bei einem günstigeren 
Verhältnis von fehlerhaften und nicht fehlerhaften Punkten beim Training eine Unterschei-
dung möglich ist. 

Eine Optimierung der Klassifizierung bei einer großen Anzahl von Klassen mit stark variie-
render Punktanzahl ist durch eine Verkettung von ConvNet, die verschiedene Teilklassifizie-
rungen durchführen, zu untersuchen. Unabhängige ConvNet führen zunächst eine Grobklas-
sifizierung durch, die immer feinmaschiger wird. Beispielsweise werden Bauwerke von den 
Bodenflächen erst getrennt und in einem folgenden Schritt wird mittels ConvNet nach Klas-
sen für Bodenfläche klassifiziert. Merkmale, die für eine Unterscheidung notwendig sind, 
könnten ggf. schneller und zuverlässiger detektiert werden. 

4 Fazit und Ausblick 

Datenbasierte Verfahren, wie ConvNet, bieten neue Möglichkeiten für eine detaillierte und 
effiziente end-to-end Punktwolkenklassifikation. Die Leistung dieser Verfahren ist u. a. von 
der Form und dem Inhalt der Trainings- und Anwendungsdaten abhängig. Je strukturierter 
die Daten vorliegen, desto effizienter sind die Trainings- und die Anwendungsphasen. Kön-
nen Daten nicht in eine Datenstruktur überführt werden (z. B. Verlust von relevanten De-
tails), dann ist die Auswertung aufwändiger und fehleranfälliger. Am Beispiel von PointNet 
wurde der Einfluss von fehlerhaften Punkten auf die Klassenaufteilung untersucht. Es konnte 
gezeigt werden, dass fehlerhafte Punkte die Klassifikation bei unstrukturierten Punktwolken 
negativ beeinflussen. Unterschiedlich große Anzahlen an Punkten je Klasse beeinflussen zu-
dem die Klassifizierung, da bei sehr großen Unterschieden die Klasse, die die meisten Daten 
repräsentiert, überklassifiziert wird. Ungünstigen Konstellationen in den Trainingsdaten 
kann mit einem Anpassen der Trainingsdatengröße und dem Inhalt der Klassen sowie ggf. 
mit einer Verkettung von ConvNet begegnet werden. 
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Abstract: Recently, 3D point clouds have become a quasi-standard for digitization. Point cloud
processing remains a challenge due to the complex and unstructured nature of point clouds. Currently,
most automatic point cloud segmentation methods are data-based and gain knowledge from manually
segmented ground truth (GT) point clouds. The creation of GT point clouds by capturing data with
an optical sensor and then performing a manual or semi-automatic segmentation is a less studied
research field. Usually, GT point clouds are semantically segmented only once and considered to be
free of semantic errors. In this work, it is shown that this assumption has no overall validity if the
reality is to be represented by a semantic point cloud. Our quality model has been developed
to describe and evaluate semantic GT point clouds and their manual creation processes. It is
applied on our dataset and publicly available point cloud datasets. Furthermore, we believe
that this quality model contributes to the objective evaluation and comparability of data-based
segmentation algorithms.

Keywords: 3D point cloud; quality model; annotation tools; datasets; evaluation metric;
evaluation parameter

1. Introduction

A major research topic in geodesy is to digitize activities in construction [1–3], in
building maintenance [4,5] and in navigation [6,7]. For the digitization of these tasks,
digital building parts and furnishing objects must be formed and processed. Digital models
of real-world buildings (digital twins) are needed to make complex and large semantic
data interpretable for humans and machines [8]. The creation of digital twins is often based
on 3D point clouds, which are efficiently captured with depth imaging cameras or light
imaging, detection and ranging (LIDAR) systems. The 3D point cloud without any semantic
features can already be considered a model, since humans can use their knowledge to
interpret semantic point groups as single objects. These semantic point groups are, e.g., the
objects and scanning artifacts, as shown in Figure 1.

Figure 1. Examples of objects (chair and table) and scanning artifacts in a point cloud. Common
scanning artifacts are: comet tails, mixed pixels on edges (jump edges), multi-path effects and
defused reflections.
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For the digital processing of point clouds, semantic information has to be given to
the point cloud to form semantic segments. The initial semantic segmentation is always
performed by humans. For this purpose, different tools can be used to form segments as
efficiently, reliably, precisely and correctly as possible and to assign the correct semantic
label. The efficiency, reliability, precision and correctness of semantic segmentation are
characteristics that describe the quality of a semantic point cloud. These characteristics build
the quality model, which describes how well the creation of the semantic point cloud works.
Evaluation metrics now become parameters of the quality model, which describe the point
cloud characteristics. A comparison of different segmentations is possible with the quality
parameter. Method comparisons are common in automatic semantic segmentation [9–12],
which typically uses machine learning (ML) and artificial intelligence (AI). For method
comparisons, point cloud benchmarks are used [13,14]. Semantic point cloud benchmarks
are point clouds for which a semantic ground truth (GT) is given. It is assumed that the
GT point clouds are free of semantic and geometric errors. However, unfortunately, in
most cases, a complete evaluation of the manually or semi-automatically created semantic
point cloud benchmarks is not performed. The characteristics of a semantic point cloud
that can be evaluated vary strongly among the published point clouds. In some works, the
semantic accuracy of a point cloud is evaluated completely [13] or by spot checks [14,15].
Other works evaluate only the completeness and correctness of a building model [16].
Even if some characteristics of the point cloud can be evaluated, then a comparison of the
evaluation metric is often not possible, since no uniform metrics are defined. For example,
intersection over union (IoU), F1-score, overall accuracy, recall, precision and many others
are used to validate the accuracy. The variety problem of the evaluation metric for the case
of object detection in images is well known and a tool to translate the evaluation metrics
for compression was developed [17].

To the best of our knowledge, a holistic quality model in which availability, integrity
and accuracy are represented does not exist for semantic point clouds. Such a quality
model has the potential to make the investigation of existing and upcoming GT point
cloud datasets comparable. Deviation from reality, the availability of information and
applicability to a certain purpose can be determined with our quality model for indoor
point clouds.

Fundamental for the development of the quality model is the definition of the semantic
segmentation, as well as its separation into detection and classification (Section 2.1). The
capture methods of 3D point clouds for indoor applications (Section 2.2), the existing point
cloud datasets (Section 2.3), as well as the tools for manual and semi-automatic semantic
segmentations (Section 2.4) determine the characteristics needed in the quality model. The
development of the quality model is derived from a process description (Section 3.1), a
class definition (Section 3.2) and a data model (Section 3.3). The quality characteristics
and parameters are defined and discussed in Section 3.4. The descriptive and evaluative
use of the quality model is presented and discussed based on different point clouds in
Sections 4.1 and 4.2. Finally, Section 5 summarizes the main conclusions and gives an
outlook for further development and possible use of the quality model.

2. State of the Art

The surfaces of real objects are often represented as 3D point clouds after digitization.
These 3D point clouds are an unsorted list of coordinates with additional (spectral)
information. This representation is particularly well suited for measuring systems that
use high-frequency scanning of object surfaces. Very efficient storage of single points or
point groups (lines or arrays) is thus possible. This has caused the point cloud to become a
quasi-standard for 3D object representations. The point cloud represents very efficiently,
accurately and with a high resolution the geometry of scenes and objects. Unfortunately,
with point clouds, the separation of individual objects is not possible right away. Thus, it is
a necessary next processing step to derive information or models from point clouds.
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Current research on the separation of point clouds is mainly applied to autonomous
operating systems, building modeling and computer vision (CV) tasks. Autonomous operating
systems include autonomously driving cars, where information for obstacle avoidance,
route planning and sign recognition has to be generated from the 3D point clouds [18,19].
CV and building modeling aim to enrich the point cloud with semantic information. The
enriched point clouds are the basis for decision making and the creation of semantic models.
If the point clouds represent complex scenes in which individual objects appear several
times, then instancing is often the goal. Applications include the modeling of digital twins
or the creation of city models, as well as the direct creation of simple building models based
on point clouds and prior knowledge [20–22].

Different types of acquisition systems, segmentation tools and semantic point cloud
datasets are available, forming the basis for the development of automatic point cloud
separation methods. The application of these sets the quality of a semantic point cloud. A
large amount of semantic training and benchmark point clouds are available.

2.1. Classification, Object Detection and Segmentation

The definition of classification, object detection and segmentation is not clear in the
literature, and these terms vary by research and application field. Different terms are
used for the same separation task, or the meaning of the terms may be ambiguous. Some
reviews [23,24] distinguish between classification, object detection and segmentation. Other
researchers [25] use segmentation as an all-encompassing term for various categorization
methods. To avoid misunderstandings, classification, object detection as well as semantic
and instance segmentation are briefly defined below for this work.

Classification: Classification is the assignment of a class feature (label) to one object.
This can be a single point, a point cloud, a segment of a point cloud or another geometry
type. Usually, semantic labels or IDs are assigned. The classification in the following is
understood as the assignment of one semantic label to one point cloud segment.

Object detection: In object detection, specific objects are defined based on geometric
or spectral features in the point clouds. The individual object and not the entire point cloud
is of interest, so that large parts of the point cloud are not evaluated in detail. Several
objects in a point cloud can be detected and a unique identifier is obtained. Object detection
is often used in conjunction with tracking objects in applications with multiple sub-point
clouds. The objects are usually roughly described in terms of geometric size, position and
orientation using bounding boxes. In other cases, it is not the objects as a whole that are of
interest, but only certain surfaces or shapes [26]. These are searched for in the point clouds
(shape detection).

Semantic segmentation: The semantic segmentation has the goal of extending the
features of the points by semantic labels. Semantic labels are semantic classes that usually
describe real-world objects. The difference for the classification is that the segments are
formed in this process step and a label is set for all points of the segment. A semantic
segment can consist of several geometrically independent segments. For example, a
point can belong to the class table; complementarily, it can belong to the subclass table leg.
Moreover, the results of the classification of each point can form a new segment.

Instance segmentation: An instance segment describes the geometric shape of one
object. Instances in a point cloud can be distinguished by a unique identifier. An instance is
usually enriched with semantic information. Points of the same semantic segment describe
different objects. For example, if two tables are in one point cloud, then both carry the same
semantic label. In order to distinguish the tables, instances must be created. Each table is
an instance, which usually consists of a geometrically connected point cloud segment.

The creation of a digital twin goes beyond this idea. For modeling a digital twin,
new parametrized objects have to be formed that describe the point cloud content by
generalizations such as a simple geometry.
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2.2. Captured and Synthetic Point Clouds

Almost any semantic 3D point cloud is derived from a synthetic surface model or is
captured by contactless sensors. An overview of the methods is given in Figure 2.

Synthetic 3D point clouds are mostly generated from large collections of online model
databases, such as [27]. These point clouds are generated efficiently by transforming a
surface model into a regular or random point cloud. These points lie on the surface of the
previous model or have synthetic noise added. Synthetic 3D point clouds usually represent
only a single object or a small group of objects. Usually, they are used for algorithm
development or prototype testing [28,29].

Figure 2. Capturing systems and basic data for the creation of 3D point clouds.

Any acquisition technique for capturing reality has a certain resolution, precision
and correctness, which can be found in the resulting point cloud. These point cloud
characteristics often depend on the surface of the object, the acquisition distance, the
environmental conditions and the measurement sensors.

Optical sensors are the most widely used method for mapping reality. Optical sensors
use light of different spectral bands to create a 3D point cloud of real environments with
photogrammetric methods, as described in [30]. In particular, depth imaging cameras
and LIDAR systems have been widely used in the last decade to create point cloud
datasets [23–25]. The reasons are user friendliness, mainly moderate acquisition and
evaluation costs [31,32] and the efficient capturing of larger areas. In addition to optical
sensors, radar is sometimes used to create point clouds [33,34].

Depth imaging cameras consist of one or more cameras for different spectral ranges
and an active emitter. Different principles for determining the image depths are used.
For example, the Matterport Pro 3D Camera and the Microsoft Kinect V1 use structured light
(SL) [35] and the Microsoft Kinect V2 uses the time of flight (ToF) method [36].

With the SL cameras, a monochrome near-infrared (NIR) image is captured in addition
to a true-color image (red, green, blue (RGB)). The scene to be captured is illuminated by a
projector with a known NIR pattern. The pattern consists of various bright and dark dots
that are distributed in a non-correlating manner. The projected pattern is distorted by the
geometry of the object. The depth is determined in several steps and for each pixel. First,
the horizontal displacement of the dot pattern is determined based on the object distance.
Based on the distortion, the depth of the respective pixel is then calculated in the next
step using the equation for stereo triangulation [37]. For this purpose, the distortion in the
unit of pixels, the base length (distance projector–camera) and the focal length in pixels
are used. For each pixel, the distortion is determined using a local, e.g., 9 × 9 pixel area,
which is compared with a set of reference images for different depths. The comparison
is performed using cross-correlation. An interpolation is performed between the highest
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correlation values to increase up to sub-pixel resolution [36,38]. For further information on
the SL method using the Microsoft Kinect V1 as an example, the reader is referred to [39].

Investigations of the Microsoft Kinect V1 show the precision expressed by the standard
deviation (SD) of 1 mm at 800 mm distance and of 11 mm at a distance of 3000 mm [32].
According to [31], the correctness (offset to the target geometry) is up to 40 mm for a
captured distance of 1600 mm (within a typical working range of 400 to 4000 mm). Effects
such as flying pixels (erroneous point measurement in a gap), color-dependent accuracy
changes and multipath overlaps at edges do not or only occur at a very low level [31].
Moreover, for the Matterport Pro 3D Camera, which was used for online available training
datasets by [40,41], the correctness, precision and resolution have been investigated in
different studies. Here, a distance-dependent correctness of up to 80 mm for the furthest
capturing distance was also determined. After a scaling factor is eliminated, a precision of
better than 10 mm SD can be determined for the entire working range [35]. A LIDAR
point cloud was used as a reference for the mentioned study. The resolution of the
Matterport Pro 3D Camera is 5 (horizontal) and 10 (vertical) points per degree [42].

The ToF technique is based on measuring the travel time of a signal from an emitter
to reflect at an object’s surface and back to a receiver [30]. Pulse modulation (PM) and
continuous-wave (CW) amplitude modulation are the most common ToF methods. In most
depth imaging cameras, such as the Microsoft Kinect V2, CW amplitude modulation is used.
In CW amplitude modulation, the object to be captured is continuously illuminated with
NIR light, whose amplitude changes periodically. Because the signal needs a certain time
between sensor and object, a phase shift occurs between the transmitted and received signal.
This phase shift is proportional to the signal propagation time. If this time is multiplied
with the known speed of light, the double distance between object and sensor system can
be determined. The phase difference is determined for several modulated frequencies
by correlating the received signal with the emitted reference frequencies. As long as the
maximum distance is smaller than 2π of the frequency, a distance can be determined as
unique [36].

The precision of the Microsoft Kinect V2, as with the Microsoft Kinect V1, depends on the
acquisition distance and varies between 1 and 3 mm SD for the typical working range of
800 to 3000 mm [31,32]. Recent depth imaging cameras, such as the Microsoft Azure Kinect,
have a precision of less than 1 mm for the same working range (static recording). Ref. [31]
observed a constant offset of -18 mm for the whole working range of the Microsoft Kinect V2.
Systematic erroneous measurements, such as flying pixels, color-dependent accuracy
changes of up to 4 mm, multipath-effects at edges of up to 30 mm and a high dependence of
distance measurements on temperature changes, are the disadvantages of this measurement
principle [31,36,43]. These effects can be considered or eliminated in a later semantic
segmentation.

LIDAR systems are used for static and kinematic recordings of scenes. LIDAR systems
emit a laser beam, which is projected onto a rotating mirror. Through the rotation, the beam
is shifted by a certain increment. For each increment, the vertical and horizontal directions
as well as the distance to the surface are registered. Together with the intensity value, and
eventually with further spectral values, the 3D point cloud is created. For the distance
measurements, there is the phase difference (PD) method, which can be used to realize a
higher measuring frequency, and the PM method, which is less object surface-sensitive [30].
PM LIDAR systems are preferred for kinematic scanning on mobile platforms. Kinematic
laser scanning usually involves measuring individual profiles, which are assembled as an
entire point cloud using navigation data or algorithms, as in [44]. Mobile LIDAR systems are
mainly used for outdoor applications and on robots. Medium-range LIDAR systems such as
Velodyne HDL-64E are often used for creating datasets in research projects with a precision of
20 mm [45]. High-end mobile mapping systems (MMS), such as the Riegl VMY-1 [46], allow
the surveying of large-scale areas with a point accuracy of 15 mm at 50 m distance and a
precision of 10 mm. MMS such as the Nav Vis M6 are used in many studies [47].
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The current state of the technology for indoor surveys includes terrestrial LIDAR
systems (TLS), such as the Leica RTC 360, Z+F-Imager 5016 or Faro Fokus X 3D 330. These
systems predominantly use the PD method and are used for distances shorter than 100 m.
Laboratory and field investigations show that, with these measuring systems, 3D point
clouds with precision of less than 1 mm and correctness of less than 2 mm in the near
field of up to 20 m can be reached [48]. However, these values refer to optimal study
circumstances such as matt or homogeneous surfaces. In practice, it has been shown for
all LIDAR systems that the accuracy of the point clouds varies and scanning artifacts
occur. Typical scanning artifacts are comet tails, mixed pixels on edges and multi-path
effects on highly reflective surfaces, as shown in Figure 1. Other influencing variables,
such as the measurement object, the setup and the environment, as well as the condition
of the measurement systems [49], must be taken into account for the determination of the
quality of a captured point cloud [50–52]. The resolution, the approximated accuracy, the
acquisition method and the working range are crucial parameters that must be known or
estimated for the later semantic segmentation of a point cloud.

2.3. 3D Point Cloud Datasets

In various reviews [23–25] and in web databases (e.g., https://paperswithcode.com/
datasets accessed on 30 November 2021 and https://www.semanticscholar.org/ on 30
November 2021) on point cloud datasets and methods for point cloud processing, an
overview of more than 100 publicly available point cloud datasets is given. These
contributions summarize information on application areas, applied sensors, environmental
circumstances or file formats. The main goal of these publications is to provide benchmarks
for arithmetic evaluations. A semantic segmentation is not available for all existing datasets.
A selection of semantic 3D point clouds is examined in more detail. The focus will be on
the initial human segmentation and its evaluation. Not all datasets could be documented
in the same level of detail.

The datasets in Table 1 were derived from synthetic surface models. All show one
object of one known class. In some datasets, the object models are subdivided so that they
can be used for semantic and instance segmentation. Since the point clouds are derived
from synthetic models, the geometry can be considered free of scanning artifacts. However,
errors can still occur during annotation and alignment.

Table 1. Synthetic datasets with year of publication, data source, separation method (classification
(Cls), semantic segmentation (SSeg) and instance segmentation (ISeg)), number of models, number of
classes and environment.

Dataset Year Data Source Separation
Method

No. of
Models

No. of
Classes Environment

ShapeNet [27] 2015 Trimble 3D Wareh.,
Yobi3D Cls, SSeg >220, 000 3135 In-/Outdoor

ModelNet [53] 2015 Trimble 3D Wareh.,
Yobi3D Cls, ISeg 151,128 660 In-/Outdoor

Shape2Motion [26] 2019 ShapeNet, Trimble
3D Wareh.

ISeg Cls, SSeg 2440 45 In-/Outdoor

An evaluation metric for classifications is introduced by the ShapeNet dataset, which
describes how accurate or unique a classification is. Human annotators classify a semantic
model until the classification accuracy varies by less than 2% [27]. The ModelNet dataset
consists of 3D CAD models taken from web databases. The annotation is performed
using Amerzone Mechanical Turk (AMT). The annotators classify different models using a
web-based tool. For this, a model and a label are proposed. The annotators improve
the correctness of a label for a displayed model by yes-or-no questions. An evaluation
is conducted by the dataset designers for the ten most popular categories [53]. In the
Shape2Motion dataset, a semantic segmentation of movable parts, such as wheels or car
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doors, and their properties is performed. An evaluation of the classification is carried out
by simulating the motion directly after the segmentation and classification [26].

Complex point cloud simulation tools, such as the HELIOS++ [54] or Gazebo together
with the Robotics Operation System [55], have reached a high level of development. These
tools can be used to create point clouds from surface and CAD models that contain the
characteristics of specific sensors and system configurations.

Indoor datasets are commonly captured with depth imaging cameras. Some of
the most popular datasets are summarized in Table 2. For a large number of datasets,
depth imaging cameras are used in combination with an initial measurement unit (IMU).
Together with the poses from the IMU and the images, a Simultaneous Localization and
Mapping (SLAM) procedure is used to compute a multi-dimensional representation of the
captured scene. The semantic annotation occurs either in images, videos, meshes or in 3D
point clouds.

Table 2. Indoor datasets recorded by depth cameras with year of publication, sensor, sensor method,
separation method (classification (Cls), object detection (ObjD) and semantic segmentation (SSeg)),
surface area and number of classes.

Dataset Year Sensor Sensor
Method

Separation
Method

Surface Area
Points

No. of
Classes

SceneNN [56] 2016 Kinect v2 ToF Cls, SSeg 7078 m²
1,450,748

19

S3DIS [40] 2016 Matterport SL Cls, SSeg 6020 m² 12
ScanNet [57] 2017 Occipial (iPad) SL ObjD, SSeg 78,595 m² 17

Matterport3D [41] 2017 Matterport SL Cls, SSeg 219,399 m² 40
ScanObjectNN [58] 2019 SceneNN, ScanNet ToF, SL Cls, SSeg 2.971.648 15

The Stanford Large-Scale 3D Indoor Spaces (S3DIS) dataset is semantically segmented as
a 3D point cloud using the software Cloud Compare (CC) [59]. For the SceneNN, ScanNet
and Matterport3D datasets, a mesh is the segmentation base. All annotations are performed
with custom tools. The SceneNN dataset is first automatically segmented coarsely and then
finely. The graph-based segmentation algorithm of [60] is adapted and the segmentation is
afterwards improved by the operator by separating, merging and re-forming the segments.
The semantic annotation is performed by users attaching labels to the segments [56,61]. The
semantic segmentation of the ScanNet dataset is performed by automatic pre-segmentation
and a subsequent fine segmentation with classification using tools on AMT. In addition to
semantic segmentation with meshes, CAD models are fitted into a mesh and are available
as a different data format [57]. The Matterport3D dataset is semantically segmented in
two stages and verified by ten experts. In the first stage, floor plans are derived using
planes projected onto the mesh. In the second stage, the meshes of individual rooms resp.
regions are segmented according to classes and instances using ScanNet’s tool [41]. For the
ScanObjectNN dataset, the SceneNN and ScanNet meshes are the basis. A selection from this
dataset is used and improved. Segments are rebuilt and categories are harmonized. A 3D
point cloud with 1024 points is calculated out of each mesh.

The verification of depth image datasets is mainly performed by experts or the
authors [41,58]. Alternatively, the same dataset is semantically segmented by different
people to identify error annotations [56]. No information is available about the validation
of the S3DIS dataset [40].

A selection of recent semantic 3D point clouds generated with LIDAR systems is
summarized in Table 3. These datasets will be used later in the quality model. Most
3D point clouds from LIDAR systems are for outdoor scenes and are captured with
multi-sensor systems (MSS). With MSS, the capturing of larger areas is more efficient
than with TLS. The geometric accuracy of a few centimeters, which is necessary for the
majority of applications in geodesy and civil engineering, is maintained. In addition to the
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LIDAR measurements, many MSS capture RGB images from the scanned scene to colorize
the point cloud. Furthermore, these images can be used for semantic segmentation.

The GT semantic segmentation of the datasets Paris-Lille 3D, Semantic3D, MLS1 TUM
City Campus (MSL1 TUM CC), Toronto3D and Complex Scene Point Cloud (CSPC) is conducted
completely or in parts with CC. For these datasets, the 3D point cloud format is the basis for
data processing. This is also the case for the SemanticKITTI dataset, which is semantically
segmented using a custom offline tool [13]. The Building Indoor Point Cloud (BIPC) dataset
uses the LabelMe tool [62] for the segmentation and classification of 2D images. The 2D
semantic segments are projected into 3D space after annotation. Any incorrect annotations
in the point cloud are corrected using another 3D tool [63]. Another method to semantically
segment 3D point clouds is to fit geometries, such as planes or boxes, into the point cloud.
This is applied to parts of the dataset Semantic3D [15]. All points within a certain distance
from the geometry are selected. The resulting segment is assigned to a class.

Table 3. LIDAR-recorded datasets with year of publication, sensor, sensor method, separation method
(semantic segmentation (SSeg) and instance segmentation (ISeg)), number of points, number of classes
and environment.

Dataset Year Sensor Sensor
Method

Separation
Method

No. of
Points

No. of
Classes Environment

Paris Lille 3D [64] 2018 Velod.
HDL-32E MMS car SSeg 1431 M 50 Outdoor

Semantic3D [15] 2017 Unknown TLS TLS SSeg 4 B 8 Outdoor

SemanticKITTI [13] 2019 Velod.
HDL-64E MMS car SSeg 4.5 B 28 Outdoor

MSL1 TUM CC [14] 2020 Velod.
HDL-64E MMS car SSeg, ISeg 1.7M 8 Outdoor

Toronto3D [65] 2020 Teled. Opt.
Mev. MMS car SSeg 78.3 M 8 Outdoor

CSPC-Dataset [66] 2020 Velod. VLP-16 MMS backp. SSeg 68.3 M 6 Outdoor
BIPC-Dataset [63] 2021 Velod. VLP-16 MMS backp. SSeg - 30 Indoor

Closely related to the semantic segmentation is its evaluation. The Semantic3D dataset
is evaluated by class comparisons in the overlapping areas of the neighboring point clouds.
For this purpose, all points in the neighborhood of an adjacent point cloud are selected
from a given point with a search radius of 50 mm. The classes of the selected points are
compared with the class of the initial point [15]. The SemanticKITTI and the CSPC datasets
are evaluated and improved by experts in a second processing step [13,66]. For the BIPC
dataset, the segments created in 2D are evaluated on the 3D point cloud [63]. Statistical
evaluation of semantic accuracy for all datasets is not documented. No information on the
verification of semantic segmentation is available for the Paris-Lille 3D, MLS1 TUM CC and
Toronto3D datasets.

Based on the datasets from the last six years, it can be concluded that more and more
LIDAR systems are being used. Mainly LIDAR datasets of outdoor areas are created,
because of the larger range and the higher resolution of these systems. For indoors, depth
imaging cameras are still commonly used. Since many of these data come from the CV
domain, surface models or voxels are additional output formats, along with point clouds
and images. It can be seen that the datasets are not necessarily larger in terms of classes and
points, but the annotation is more specialized and improved compared to early datasets.
Earlier datasets are evaluated with new tools and optimized for specific tasks. The manual
annotation can be still identified as a bottleneck.

2.4. Point Cloud Annotation Tools

Many annotation services and tools are used for autonomous driving or driver
assistance. For this application, a few outdoor classes need to be (roughly) annotated.
An overview and comparison of 33 annotation tools for this area of application is presented
in [67]. These annotation tools mainly use simple geometries, such as bounding boxes,
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plane and lines, to form instances and semantic classes. The very efficient and coarse
semantic segmentation of large datasets is possible with these (semi-automatic) methods.

A number of commercial label services, such as Playment (https://playment.io/
accessed on 20 November 2021), scale.ai (https://scale.com/ accessed on 20 November 2021)
and basic.ai (https://www.basic.ai/ accessed on 20 November 2021), have also extended
their services towards 3D point clouds. The disadvantage of these services is that they
cannot be used for projects with confidential data. For applications where confidentiality
and accurate semantic segmentation are relevant, offline tools can be used. Some of these
tools are highly specialized for certain fields of application, so that only certain data can be
imported or annotated according to predefined classes or rules [13,68].

The tools for annotation are diverse in terms of user interaction. In this context,
annotation tools use virtual reality visualization [69]. Other tools use segmentation in 2D or
3D space [62,68], as well as fully manual and semi-automatic segmentation [70]. A selection
of tools is briefly presented in Table 4. The tools are distinguished by the functionality of
semantic and instance segmentation. In addition, they are categorized according to the
central functions for the segmentation.

Table 4. Selection of annotation tools (x = present). Distinguished for instance and for semantic
segmentation. Segmentation is performed in 2D or 3D with free-hand tools, automatically or with
bounding boxes or geometries.

Tool Instance Semantic Free Hand Automatic Bounding Box

Recap [71] x 3D 3D
CloudCompare [59] x x 3D 3D
SemanticKITTI [13] x x 3D

PCCT [72] x 2D

Recap [71] is a commercial software used to segment and classify 3D point clouds.
Single or multiple registered point clouds are visualized in one project as one 3D point
cloud. By rotations, displacements and zooming via mouse buttons, any perspective can
be selected. In each Recap project, individual classes can be created, according to which a
point cloud is semantically classified. For each class, an individual file is exported, which
carries the class name. For the classification, point cloud segments are formed by free-hand
selection, wrapping with simple geometries or fitting of layers.

CloudCompare [59] is one of the most commonly used open-source tools for point
cloud processing and analysis, which can be used to segment and classify point clouds.
Different methods to create annotations are offered as plugins. Moreover, Semantic3D and
MSL1 TUM CC use the available functions in the main program for efficient semantic
segmentation. The point cloud is displayed in 3D and navigation with mouse buttons is
possible. The workflow uses the geometric and spectral point features to segment the point
cloud in stages. After pre-segmentation, point cloud segments are further subdivided by
free-hand selection. Individual segments can be combined into one semantic class, which is
exported as a single file.

The SemanticKITTI annotation tool [13] was initially developed for the classification
of kinematic 3D point clouds from a Velodyne LIDAR system. In addition to the point
clouds, navigation and synchronization data are required for this tool. The processing of all
Velodyne raw data is performed by this tool. Individual scans are registered at the beginning,
resulting in a continuous acquisition sequence. For segmentation and classification, the
point cloud is divided into 100× 100 m tiles. The segmentation is carried out with a
free-hand lasso and a point marking tool. Predefined or custom classes can be used. The
original point cloud files are not modified with this tool. For each point, a label file is
created that contains the semantic information and instances of each point.

The point cloud classification tool (PCCT) [72] is a tool for the semantic segmentation
of (primarily) static panoramic scans. Point clouds are projected into 2D space for
classification. This is achieved by cutting the point cloud horizontally or vertically into
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slices. Alternatively, vertical cylinders in different distances are used as a projection plan.
The segmentation is performed in the 2D plane using a pixel-based regional growing
method [60]. Via a browser application, users can assign one of 20 predefined indoor and
outdoor classes to the displayed segments. The PCCT is multi-user-capable. For each
semantic class, a point cloud is provided.

The presented tools show the range of functions for the segmentation of the point
clouds. As more flexibility is given to the user for segmentation, more details of the
segments can be formed. Tools such as the PCCT form the segments according to fixed
rules. Here, different results can only be achieved by the classification of different users.
With all other tools, classification and segmentation performance are not separable.

3. Quality Model for Semantic Point Clouds

Many published datasets and tools are indicated as high-quality. This statement is true
for the application for which these datasets are intended. The term “high-end” may refer
to the quality of the acquisition, the reconstruction of a mesh, the semantic segmentation
or any other aspect. However, in the rarest cases, all possible aspects are of high quality.
In order to describe the quality of the datasets, the first step is to define the main quality
characteristics. Unfortunately, a quality model cannot be created for all conceivable cases.
This would be too complex and no longer understandable, and the focus should therefore
be on one aspect per quality model. This aspect will be the focus of semantic segmentation
for our quality model. The measurement methods, datasets and annotation tools described
in Section 2 are the basis for the quality model’s development.

One approach to describe the quality is to use the ISO 9000:2015 (3.6.2) [73] and
DIN 55350:2020 [74]. Here, quality is defined as the “degree to which a set of inherent
characteristics of an object fulfills requirements” [73]. The point cloud and the segmentation
processes are the subjects of investigation, whose quality characteristics should be fulfilled
to a certain degree. The characteristics can be expressed by quality parameters. Thus,
the quality is a simple comparison of the actual and required quality parameter values
of an object. ISO 9000:2015 also defines quality for the process of creation, so that process
characteristics are required as well. Besides the process (segmentation) characteristic,
there are characteristics that are affected by previous steps, such as capturing, and this
influences the final object characteristics (semantic point cloud). This interaction is shown in
Figure 3. The prior characteristics are derived from the acquisition method and must meet
a minimum standard. Only if the minimum standard is fulfilled can the actual processing
step be performed. The unprocessed point cloud must have a minimum resolution and
fulfill a certain geometric level of accuracy (LoA). A suitable scheme to define the geometric
LoA is provided by DIN18710:2010 [75]. The prior and the process characteristics influence
the new object’s characteristics.

Figure 3. Interaction of the different characteristic types and the requirement to determine quality.

The way in which a semantic segmentation is performed can be expressed in the
object’s quality parameters. For example, erroneous points should be determined by the
semantic knowledge of the annotator and should be assigned to an appropriate class. Thus,
additional knowledge is introduced into the application. The quality of this knowledge is
an example of a process-dependent influence on the quality. Aspects such as how a process
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is carried out and how it is evaluated must be expressed by characteristics. For the semantic
segmentation, the degree of correctness and repetition accuracy can be determined if either
a reference is available (correctness) or the process is performed n times independently
(repetition accuracy). For the repetition accuracy, the number of repetitions and the type of
process must be defined. This is an additional aspect that should be covered by a quality
model. For the creation of a quality model that takes into account the above-mentioned
aspects, the following basic requirements are necessary:

• An application must be defined;
• A semantic segmentation process must be described;
• An abstract model of the semantic must be created;
• A data model must be created;
• Measured or synthetic point clouds must be available;
• Characteristics and parameters must be defined;
• Target values for the quality parameters must be defined.

These seven constraints set the framework for the development of the quality model.
The applied case is the creation of a semantic segmented point cloud for the modeling of
indoor components and furniture. One application for which such a scenario is necessary
is the creation of a Building Information Model (BIM) from a point cloud (Scan-to-BIM).
The semantic segmentation of a point cloud for this is a complex and an increasingly
demanding application in geodesy and civil engineering [76]. The differentiation of clutter
or scanning artifacts from filigree classes, such as tables or chairs, is a problem that cannot
be adequately solved by current automatic processes.

3.1. Classification Process

A process description outlines the individual steps that are to be implemented.
Thereby, goals (tasks), data, definitions, tools and framework conditions are addressed.
Point clouds belong to the group of geodata, so that a process description based on the
model for geodata [77] is chosen. The point cloud semantic segmentation process is shown
in Figure 4. It consists of the object in the real world, two models (c and d), the data (b) and
an action statement describing the interaction.

Figure 4. Process for semantic point cloud segmentation.

Semantic segmentation is an extension of point cloud features that can be described
as a process. An abstract model (d) of the reality defines semantic classes, which describe
which objects are represented and in which level of detail. The abstract model is always
a generalization of the real world (a), which is captured by measurement methods as
measured values (b). The measured values are the unclassified point clouds or individual
points and consist of the geometric and spectral features. The data model (c) defines
the file format in which the measured values are available and into which format they
are transformed for the abstract model (by semantic segmentation). The data model for
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semantic point cloud segmentation specifies that any point has a new semantic feature and
each semantic class is a segment.

3.2. Abstract Model

The abstract model for a semantic segmentation describes which semantic classes are
represented and defines the class content. The definition of the abstract model should
correspond to the application for which the point cloud is used. When defining the classes,
two variants are used. Variant 1 is to determine exactly those classes that are needed.
Variant 2 is a hierarchical class definition (CD). For this, super-classes are formed stepwise,
so that object parts can be distinguished. Variant 1 leads to very small semantic CD,
such as that required for autonomous driving [78]. Variant 2 leads to a CD with more
than 50 classes [64]. A very small number of classes has the advantage that the semantic
segmentation can be performed faster and the classes can be more precisely defined. A
distinction between trees and traffic signs is easy in point clouds. If it is necessary to
distinguish between beech and oak trees, the definition is much more complex. It should
be done in multiple steps and with additional training of human or algorithmic annotators.
In such a case, the definition of the abstract model should be structured hierarchically, as
shown in Figure 5. A simple structure in two stages is applied to the SemanticKITTI dataset.
There, the first hierarchical level contains the class soil, which is distinguished in the second
level by roads, sidewalks, parking lots and other surfaces [13]. This structure makes the
semantic segmentation more explicit and simpler.

Figure 5. Hierarchical abstract model for the definition of semantic classes. The application is the
classification of indoor point clouds.

The optimal abstract model contains all possible classes. This is not possible due to the
wide range of applications for point clouds. In Figure 5, a two-level model is shown, where
only classes (or objects) are considered that are in a building. It would be too specific for
modeling an entire building, since no external objects are included. In turn, for modeling
parts of a building, this model is too general, because, in such a model, furniture and
disturbances are not included. The advantage of a detailed model is that classes that are
not needed are simply ignored. This favors a general model. A possible way to build a
universal model would be to refer to the linguistic model WordNet [79], as it is already
the basis for ShapeNet [27] as well as others. All nouns are attributed to the word entity.
Starting from the entity, top-level nouns are formed, which can be distinguished in any
direction. An application-independent hierarchic abstract model can thus be built. WordNet
also has the advantage that cross-connections between hierarchical classes are possible and
it has a directing effect for the creation of specific abstract models.
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For building models from point clouds, an orientation to existing standards, such as
the Industry Foundation Classes (IFC) [80], as well as national [81,82] and international [83]
guidelines for the Level of Development (LoD), would be possible and helpful. Unfortunately,
these standards and guidelines do not yet offer an exact and detailed description of what
a semantic class has to look like, but they regulate in which level which contents have to
be presented. Moreover, it is still necessary to create an explicit CD. This is the basis for
the work of the annotators. The following points should be considered when defining the
abstract model:

• A general semantic model should provide the structure for the abstract model;
• The classes of the abstract model should be structured hierarchically, so that, in one

definition level, only a number of around five classes exists. The next lower-definition
level should contain only points of one higher-level class;

• For each level, all points are classified;
• The classification is an iterative process;
• The level of detail is mainly based on the application and the existing technical

functions of the tool.

In addition to class names and class structures, the content of the classes must be
defined and represented in such a way that it is understood by the annotator without doubt.
The following points for the content definition should be considered:

• The semantic definition must be written in the language of the annotator in order to
avoid linguistic misunderstandings, such as translation errors.

• Objects must be described unambiguously by describing their shape, size or color. It
is to be considered that objects of the same semantic class are represented differently
in the point clouds. If objects appear in different designs, then this is to be described
adequately. A definition of objects can be created, as described in [84].

• Special and unknown objects are to be illustrated by examples, so that the idea of the
annotator is identical with what is being represented.

• A definition consists of a written and a figurative description.
• Topological relations should be represented to facilitate the decision in case of difficult-

to-recognize object appearances. For example, furniture could be defined as standing
on the floor or walls running perpendicular to the floor.

• Geometric boundaries should be clearly defined, as this is the only way to achieve
the required geometric accuracy. Using the class door as an example, the following
definition is possible: A door ends at the frame, at the seal or at the wall. Erroneous points
should be separated completely from the objects.

The abstract model setup must be communicated to the annotators in a suitable format
(training) and checked on a regular basis. In [13], this is implemented by training the
annotators on the data previously and providing feedback on the performance. This is
possible since each point is semantically segmented by at least two annotators. Feedback to
annotators can be given directly by moving or highlighting the segment in the tool [26].
In addition, videos, teaching tools and abstract models are common and useful [67].

3.3. Data Model

The data model is defined differently in the literature. Occasionally, the abstract model
is also called the data model. In the context of this paper, the definition by [77] is applied,
who sets the data model equal to the physical model. The data model defines which file
format is to be used for the measured and the semantic point cloud. In addition, it is
clarified how the objects are organized in this file format and which attributes an object
can have.

The data model consists of two layers. One is the unclassified point cloud and the
other is the classified point cloud. For the purely semantic segmentation of single point
clouds, a very simple data model can be chosen. It provides the point cloud as an unsorted
list of points with their geometric and spectral attributes. For the unclassified point cloud,
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these are typically 3D positions (x, y and z coordinates), color values as RGB values and
reflected intensity as values. If more attributes are needed for the point feature description,
many applications use a database. Besides the structure and file format, the data type of the
feature has to be defined. This is usually done in the file format description. A data model
for the semantic segmentation must be able to represent semantic features in addition to
geometric and spectral features.

3.4. Quality Model

The quality model describes the characteristics and suitability of a semantic segmented
point cloud for a certain application. Process- and object-specific quality characteristics
from the quality domains of reliability, integrity (usefulness) and accuracy are used as the
basis for the evaluation [85]. The quality characteristics are chosen in such a way that they
are applicable for manual semantic segmentations, if these are performed according to the
process in Section 3.1. The three quality areas are described by seven quality characteristics
(Figure 6). Each quality characteristic is expressed by quality parameters.

Figure 6. Quality model for 3D point clouds. Concept idea inspired by [85].

The model shown in Figure 6, which is further described below, has its roots in the idea
of [85]. It is accepted in many disciplines and is used for various applications. To the best of
our knowledge, this model idea has not yet been applied to the semantic segmentation of
3D point clouds. Our central contribution in terms of the quality model is the compilation
and selection of characteristics and parameters to make a semantic segmentation of a point
cloud describable and evaluable. The development of the quality model has the goal of
questioning and improving the quality of the datasets. Only with all-round high-quality
datasets is it possible to develop reliable and accurate algorithms and tools [86]. In addition,
the practical use of point clouds for reality capturing should be considered by the model
characteristics.

3.4.1. Quality Characteristics

Quality characteristics are selected characteristics from the total of all characteristics
that a semantic point cloud has. This characteristic selection relates to the requirements
of a certain application in which the object is to be used [74]. When applying a quality
model to a semantically segmented point cloud, the quality of the segmentation and
classification, as well as the quality of the raw point cloud, is primarily expressed by the
quality characteristics.

The availability describes which data and information are available to the annotator or
the algorithm prior to the task. Parameters for this characteristic express which information
is known about the point cloud. This relates to point clouds, task definitions and processes.
A quality parameter expresses whether the information is available in a specific form and
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in the required quantity. It is the basis of all further characteristics and must be fulfilled in
order to carry out a semantic segmentation and its evaluation.

The process reliability describes how the process was carried out. This characteristic
can be determined by performing the semantic segmentation several times. After each
segmentation, accuracy parameters are determined, which can be used as terminating
criteria, as in [27]. Other variants require that a certain number of iterations must be fulfilled
in order to determine a quality parameter. This variant is preferred for the description of the
process quality, since it maps the variance of the metric and parameter values. Using this,
the achievable performance can be determined by a process setting. Due to the complexity
of these tasks, the average repetition factor to determine this parameter is usually very
small, as shown in [13] factor 2, in [57] factor 2.3 and in [68] factor 4.

Completeness gives the degree to which the necessary information, determinations
and execution of the work steps for the classification are present.

Consistency is the degree to which the measured values match the data model. Here,
it is necessary to check whether the point cloud features are present and whether they take
the corresponding range of values.

For the semantic segmentation, correctness, precision, and semantic accuracy are
different characteristics that have different underlying causes and different effects on
the usability of the point cloud. Moreover, these characteristics are often defined and
summarized in different ways. For example, if only the performance of a semantic
segmentation method is to be considered, correctness and precision are often combined
with accuracy. The accuracy is commonly given when ML and AI algorithms are used. In
many semantic segmentation applications, this defined characteristic is expressed by the
parameter IoU, also known as the Jaccard index, or the F1 score, also known as Dice’s index.
These parameters are the weighted averages of both characteristics. It is advantageous
to apply one combined characteristic of accuracy and its meaningful parameter, e.g., IoU,
for better comparison. Other applications use more than one parameter to describe the
different perspectives of accuracy for a more distinguished and cause-oriented view.

For the analysis of the semantic segmentation process, two types of errors are possible:
a point is erroneously assigned to a class to which it does not belong or a true point of
this class is not recognized as member of it. These two errors are known as first- and
second-type errors from statistical tests [87]. The segmentation precision can be considered
an error of the first type. This error specifies how well an annotator or an algorithm can
distinguish classes—for example, how accurately class boundaries can be drawn. The
segmentation correctness can also be considered a second-type error. This error describes
how well a class can be recognized, e.g., how unique the point features are. Thus, the
best features are used to obtain a class of homogenous points. This type of error can be of
importance depending on the analysis in question. For example, it may be less critical if
not all points of a large class (such as floor) are detected during semantic segmentation, as
long as these points are not classified or assigned to a class (e.g., scanning artifacts) that is
not further used. More problematic are additional points (e.g., from scanning artifacts) that
are assigned to the class floor, because the point cloud represents incorrect semantics.

Thus far, correctness and precision based on the number of points describe the quality
of a semantic point cloud. However, these characteristics do not give any information
about the geometry of the semantic classes and its geometric size changes due to errors. In
order to be able to evaluate the geometric aspect as well, the characteristics of correctness
and precision have to be extended. Geometric correctness can be determined if a (dense)
reference point cloud or surface model is available. The correctness can be determined for
each individual point. This information can no longer be evaluated for several hundred
thousand points. The correctness of a point cloud can be determined by the mean, average
deviation or standard deviation of all points in a segment. In general, correctness is
the degree to which the abstract model matches the achieved semantic segmentation
result. This can be divided into user-dependent and software-dependent correctness. The
user-dependent correctness is based on the understanding of the CD and the usage of the

LVI



Remote Sens. 2022, 14, 446 16 of 41

software by the user. The software-dependent correctness refers to errors in the software
(e.g., incorrect parameters or programming). However, a separation is only possible if the
semantic segmentation is carried out several times under controllable conditions.

The quality characteristic of precision is described by the parameters for the semantic
and geometric precision. The term "precision" should be defined clearly, because there
are different definitions in use. In the geodetic context, precision is often understood as
repeatability [87]. The deviation of the results of an experiment to its mean value after n
repetitions is determined. For the semantic segmentation process, this definition would
lead to the determination of how much the individual segmentations deviate from each
other. This shall not be the main subject of the investigation, since a deviation to the mean
of several segmentations usually has no relevance for a practical application. Nevertheless,
it makes sense to repeat a segmentation and to calculate a joint point cloud from these
repetitions in order to increase the reliability, as mentioned above. Usually, deviation from
a reference point cloud is required. This can be expressed by the ratio of true points to
all points assigned to a class [88]. This term describes how much of the segmentation
is “correct” and is commonly used in ML. Mostly, the inverse proportion is of major
importance for the development of an application, because this describes what does not
work yet [89]. This proportion is then the subject of analysis. In addition to the use of the
number of points, it is advantageous for 3D models and point clouds to also use the areal
ratios as well as geometric parameters.

The semantic accuracy describes how well the semantic label fits to a semantic point
cloud segment. The difficulty is in defining what is semantically correct, which attributes
are described and which depth of description and distinction must be applied. For the
definition of what is semantically correct, no universally valid definition can be found. An
attempt to standardize this problem was discussed in Section 3.2. For the type of attribute
description, the IFC standard [80] can be used. This is designed for the development and
not for the documentation. This can be explained using the example with the tables. The
table itself forms a semantic class. These classes can be differentiated during the next
stage into a frame and table top. As far as we know, there is no standardized scheme
for this definition, so that an individual CD as shown in Appendix A must be developed
and applied.

3.4.2. Quality Parameters

The seven quality characteristics used for semantic segmentation can be described by
quality parameters. These parameters describe the property that an object has for a certain
characteristics. For instance, these parameters are the presence of a certain data format
as a qualitative parameter or the number of points (NoP) as a quantitative parameter. This
will be demonstrated in an example in Section 4.1. The evaluation of point clouds by the
quality model will be covered in Section 4.2. For the evaluation, the quality parameters
must be determined and threshold values must be set. Furthermore, the parameters for
the semantic segmentation can be distinguished into parameters with object relation (O),
concerning the point cloud, and process relation (P), such as the time required for an action
or the use of a certain CD. All parameters for the semantic segmentation task are briefly
explained and shown in Tables 5–11. The parameters are numbered in the text and refer to
the corresponding table entry with P#.# for a clear understanding.

Quality parameters for characteristic availability describe which information must
be available about the process and the point cloud for a description and an evaluation
(Table 5). These parameters are the abstract model expressed by the CD (P1.1), the size of
the point cloud expressed by the NoP (P1.2) and the area size (P1.3), as well as the object
features (e.g., x-, y-, z-coordinates) before (P1.4) and after (P1.5) the semantic segmentation.
Furthermore, the file format output (P1.6) and use restrictions (P1.7) must be investigated. The
use restrictions refer to the question of whether a dataset can be used for an application or
processing step. Further restrictions are that certain datasets may not be used for training.
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The parameter P1.7 ensures an objective evaluation of the datasets. Thus, it is considered
that any dataset has a certain bias, which is learned by ML algorithms [86].

Table 5. Parameters for availability.

P. No. Parameter Name Unit Range P/O

P1 Availability

P1.1 CD exists yes/no P
P1.2 Number of points >0 O
P1.3 Area size m2 >0 O
P1.4 Object charac. in yes/no O
P1.5 Object charac. out. yes/no O
P1.6 File format out e.g., pts O
P1.7 Use restriction yes/no O

Table 6. Parameters for process reliability.

P. No. Parameter Name Unit Range P/O

P2 Reliability of Process

P2.1 Number of
segmentations >1 P

P2.2 Average time required % 0–100 P

The parameters number of segmentations (NoS) (P2.1) and average time required (ATR)
(P2.2) describe the reliability of the process (Table 6). If a point cloud is independently
semantically segmented more than once, the reliability can be measured. The more
frequently a process is carried out, the more reliable are the correctness and accuracy.
This is the theoretical assumption. The parameter NoS describes how often a segmentation
was performed with a certain method. It is the basis for the calculation of other parameters
and can also be used as a quality measure. The ATR can be used to compare different
semantic segmentation methods. The ATR is calculated for each method. The average time
of all annotators with any method is of interest. The maximum segmentation time of all
methods is the value ∆tmax. The ATR is calculated from Equation (1), where i stands for the
respective segmentation. ∆ti is therefore the time needed for the segmentation i. Moreover,
the user-dependent segmentation time can be analyzed if all segmentations performed
with a certain tool are compared. The parameter ATR describes the process and allows the
planning of the working time.

ATR =
∑imax

i=1 ‖
∆ti∗100
∆tmax

‖
i

(1)

Table 7. Parameters for completeness.

P. No. Parameter Name Unit Range P/O

P3 Completeness

P3.1 Semantic segmentation rate % 0–100 O
P3.2 Number of classes >0 O

The completeness of a semantically segmented point cloud (Table 7) is described by
the semantic segmentation rate (SSR) (P3.1) and number of classes (NoC) (P3.2). The parameter
SSR describes how many points have been assigned to any class. The SSR is the quotient of
the number of classified points (Pcls) and all points (Pall) (Equation (2)).

SSR =
Pcls
Pall
∗ 100 (2)

A point cloud that is only segmented in parts often occurs in the application phase. The
semantically segmented parts of the point cloud are used for training or for the evaluation
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of an algorithm. The rest of the data are then semantically segmented using the automatic
method. The parameter NoC describes how many classes are available for a certain dataset.

Table 8. Parameters for consistency.

P. No. Parameter Name Unit Range P/O

P4 Consistency

P4.1 Geometric Consistency (GC) of x, y, z m ≥0 O
P4.2 Spectral Consistency of RGB (SCRGB) 0–255 O
P4.3 Spectral Consistency of I (SCI) 0–255 O
P4.4 Class equality 0–1 O

The consistency of the data (Table 8) is determined by the units and the scaling
ranges of the object features (P4.1 to P4.3). Each object parameter directly relates to a
quality parameter. The determination can be achieved automatically or taken from the
data (e.g., using a text editor). Furthermore, the consistency is described by the measure
of the class equality (CE) (P4.4). This is calculated from the target value of a balanced class
distribution (Ctarget). All classes should be represented by the same amount of points, so
that, later, an ML procedure has optimal learning conditions. However, this requirement is
never given with real datasets, because classes such as walls and floors are overrepresented
by points. The proportion of points of a class in relation to the total NoP is expressed
by a ratio in the value range 0–1. The actual distributions are then calculated (Cact). The
differences between the target and actual values for each class are determined. The sum
of the absolute differences divided by two is a measure of balance (Equation (3)), where 0
represents a balanced ratio and 1 an unbalanced ratio.

CE =
∑k

i=1 ‖(Ctarget − Cact)‖
2

(3)

Table 9. Parameters for correctness.

P. No. Parameter Unit Range P/O

P5 Correctness

P5.1 Recall of points class x % 0–100 O
P5.2 Recall of area class x % 0–100 O

The correctness (Table 9) of the semantic segmentation can be described by the
parameter recall of points (RP) (P5.1). The PR is the rate between correctly assigned true
positive (TP) points and the NoP in the abstract model for a certain class (TP and false
negative (FN) points) (Figure 7). It is expressed by Equation (4). This parameter depends
on the size differences of the class in the abstract model. If the classes differ greatly, as can
be evaluated by the parameter CE, a comparison of different classes may lose significance.
For a small set, even a few FN points can significantly lower the parameter. This problem is
discussed in [89] and described by a new parameter for informativeness. For applications
in the context of point clouds, this parameter is unsuitable due to the irregular distribution
of the points.

RP =
TP

TP + FN
(4)

RA =
TParea

TParea + FNarea
(5)

To avoid the point cloud density problem, the representation in the form of areas can
be used. Here, the areas are calculated for the point cloud segments. Instead of the NoP,
the TP area size can be inserted into Equation (4). The result is the recall of area (RA) in
Equation (5). The correctness is now described by the area that is covered by TP points
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divided by the area of all reference points of this class. As an intermediate step to calculate
these parameters, the areas that are correctly and incorrectly assigned are calculated. In the
case of incorrect assignments, the distinction between FN and FP areas is of interest. The
parameter RA expresses the influence of FN surfaces. The influence of the false positive
(FP) areas is described in the following, among others, by the precision of area (PA). The
FN and FP points are visualized in Figure 8. This visualization allows an analysis of the
semantic segmentation, e.g., the assignment of scanning artifacts to a class or the occurrence
of classification gaps can be determined.

Figure 7. Schematic representation of the confusion matrix for the floor class with entries for TP, FN,
FP and true negative (TN) points.

Table 10. Parameters for precision.

P. No. Parameter Unit Range P/O

P6 Precision

P6.1 Precision class x % 0–100 O
P6.2 Precision area class x % 0–100 O
P6.3 MD of FP pts. class x mm ≥0 O
P6.4 SD of FP pts. class x mm ≥0 O

The precision is expressed by the precision of points (PP) (P6.1) and the PA (P6.2). The
PP is the ratio of TP points of a class to all points assigned by the segmentation of this class
(Equation (6)). The assigned points could also be expressed as the sum of the TP and the
FN points (Figure 7).

PP =
TP

TP + FP
(6)

PA =
TParea

TParea + FParea
(7)

The consideration of the characteristic precision based on areas that are spanned by
the point cloud segments can be advantageous when using the point cloud as a model. For
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a geometric expression, Equation (7) can be used to determine PA. The visualization of the
FP points is given in Figure 8, which is a good starting point for the analysis process.

Figure 8. Segmented point cloud of the class table colored by TP, FP and FN points.

The geometric part of the precision can also be described by the parameters maximum deviation
(MD) of FP points (P6.3) and SD of FP points (P6.4). The MD of FP and SD of FP points rely on the
FP points of the semantic segmentation. They are the points that change the geometry of
the semantic class, as shown in Figure 9. For this consideration, only classes with semantic
objects are considered, since, normally, the goal of semantic segmentation is to extract
objects and to remove scanning artifacts. The geometric deviation of the point cloud
segment is of major importance for creating a model. If the point cloud is used to create
a mesh, then the MD, which is the enlargement of the class segment, is decisive. This
is expressed by the furthest FP point. For modeling on the basis of point clouds or the
representation of the recorded objects by symbols, as is the case at the LoD 100 for a BIM
application [90], the parameter SD of FP points is more meaningful.

The semantic accuracy (Table 11) is described by parameters that can be expressed by
yes-or-no questions. Documentation of the process and visual inspections can be used to
determine the CD applied parameter (P7.1) and whether it is structured hierarchically (P7.2).
The parameter CD applied can be answered with yes if the CD is used and at least one class
is segmented. The parameter Hierarchical CD can be confirmed if the used CD has several
levels (at least two) and so different semantic detailing levels are available. The query
whose class was finally used is expressed by the parameter P7.3. If the class is present and
semantically correct, the parameter is answered with yes.

Table 11. Parameters for semantic accuracy.

P No. Parameter Unit Range P/O

P7 Semantic Accuracy

P7.1 CD applied yes/no P
P7.2 Hierarchical CD yes/no O
P7.3 class x used yes/no O

3.4.3. Descriptive and Evaluative Function

A quality model such as the one above can have two functions. One is descriptive and
the other is evaluative, as described by ISO 9000 (2015) [73].
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For the descriptive use, the aim is to display and analyze how individual parameters
(defined as significant by the model) vary when influences change. Different settings, tools
or work processes for a semantic segmentation can be compared. Quality parameters are
not transformed into another representation or range for this purpose. The main influencing
characteristics for the development of a semantic segmentation process are considered and
this is one main application of the quality model. More precisely, the influence of the initial
(manual) segmentation of a point cloud is investigated. Thus, the model also provides
the basis for describing an automatic (e.g., ML-based) semantic segmentation process, as
considered in many works, such as [91–94].

Figure 9. Calculation of the SD of FP points σ on the example of a chair. Green TP points are
within the object boundaries. The red FP points were added to the chair class but actually belong to
another class.

For the evaluative use, the suitability of a point cloud for an application should be
assessed. It should be derived from the parameters whether a point cloud in combination
with the segmentation method is suitable for a certain application or not. For this purpose,
the calculated parameters of the quality model are crucial. An example application would
be to use a semantic point cloud to determine the wall surface area, to calculate the
renovation costs, based on the as-built wall surface area. For this task, correct semantic
segmentation is crucial. The point cloud should be evaluated by applying a quality model
in advance. The quality of the individual parameters must be defined by limit or target
values. These values are derived from the application. The evaluation steps are defined
according to the scheme shown in Figure 10.

After the limit or target values have been defined, they are compared with the
determined actual values. This adjustment can be represented in an automatic procedure
by one Boolean value. In the simplest overall evaluation method, all parameters must
be true for sufficient quality. The weighting of the parameters for special cases prevents
excessively rigorous filtering. The central issue is the limit or target values, which are not
always known and have to be estimated based on experience.

Figure 10. Evaluation of the suitability of a point cloud with the quality model.
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4. Applying the Quality Model

The benefit of the quality model as a basis for describing and evaluating the properties
of a semantic 3D point cloud will now be explained by some examples. The performance
of the quality model is shown on the basis of two of our own indoor point clouds and other
publicly available point cloud datasets. Our own point clouds are shown in Figure 11 and
were semantically segmented independently, multiple times, using two different semantic
segmentation tools. The quality of the point cloud and the semantic segmentation process
are described by the quality parameters. The evaluation performance of the quality model
is considered for our own and the publicly available datasets. The applications of interest
are the analysis of:

• Semantic point cloud as a model;
• Semantic point cloud as a modeling basis;
• Semantic point cloud as training data.

Target values are defined in each case. The geometric, semantic and formal characteristics
of the point cloud are processed and used for an application. However, these point cloud
characteristics have a degree of uncertainty if the semantic point cloud was created by
capturing a real object and performing a semantic segmentation. The possible errors and
the quantitative uncertainty of the sensors are described in Section 2.2. It can be stated that
the usually resulting effects of currently available and used sensors do not significantly
affect the indoor modeling applications. Our own point clouds were recorded with the
Z+F Imager 5016 using a resolution of 6 mm at 10 m. The quality was set to high to reduce
the noise while still having a moderate (in practice useful) recording time of 6 min [95].
The geometric correctness of this point cloud on a flat surface can be estimated as 2 mm
to 3 mm according to the investigation of [48], using the DVW-test-field-method according
to [96]. This accuracy varies due to the different surface shapes and other object properties.
In addition, scanning artifacts occur, as shown in Figure 1 and described in Section 2.2. The
focus is now on the semantic segmentation, where errors are caused by tool settings and
the annotator.

Figure 11. Points to be examined without semantic segmentation. Objects of the chair, table and floor
classes, as well as scanning artifacts, are shown.

The point clouds in Figure 11 are very challenging for semantic segmentation. A
CD was developed and applied in order to investigate segmentation problems. This CD
consists of five classes and is partly hierarchically structured. The classes of the first
level are floor, furniture and scanning artifacts. In the second level, the furniture class
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is divided into table and chair. Tables and chairs are two object classes that are spatially
and geometrically similar, which makes segmentation difficult. The points of these two
classes also have similar spectral properties. Finally, the object surfaces are highly reflective
and the geometric shape is susceptible to the occurrence of scanning artifacts. The floor
class was integrated to simulate scenic segmentation with foreground and background
objects. The separation of scanning artifacts is a complex task, even for humans, where
subjective decisions must be made and learned. The test point cloud does not represent any
real particular task, but is intended to demonstrate achievable performance on challenging
cases. The point clouds show recordings of a laboratory (Lab) and a seminar room (Room),
which were automatically segmented with the PCCT using the spectral parameters color
and intensity. The point clouds were processed by up to nine different annotators. These
are the test point clouds Lab RGB, Lab I as well as Room RGB and Room I. Furthermore, the
point clouds Lab and Room were processed with Recap, in which the annotators determine
the segments by themselves. These are the datasets Lab R and Room R.

4.1. Quality Model to Describe Semantic Point Clouds

The description of a semantic point cloud and a segmentation process is always based
on a selection of characteristics, with the goal of being able to answer a specific research or
practical question. The research question for the following consideration is:

What influence do the segmentation tool and different annotations have on the quality
of the semantic segmented point cloud?

The motivation for this question is to develop an efficient, effective and traceable
segmentation process. Different experimental settings and development stages shall be
described, so that their influences on the process can be analyzed. This should also result
in more convenient point clouds for models and training data, as well as improved process
and algorithm understanding. All characteristics of the model are described in detail in the
following.

4.1.1. Reliability Characteristics

The reliability of a point cloud can be described mainly by formal information or metadata,
as listed in Table 12. The creation and use of a CD, which regulates which objects will be
segmented and classified, is of primary importance. A comparison of semantic segmentation
is only possible if the CD is kept constant. The parameter CD exists must be available to
utilize all other semantic-based descriptions. The accuracy of the implementation of the
CD is described by the parameters of semantic accuracy in Section 4.1.3. For the test point
clouds, a CD exists, which describes the semantic classes of floor, furniture, chair and table,
and scanning artifacts.

The size of the point cloud is another formal parameter, which is described by the
NoP and the surface area. The NoP that can be processed by segmentation tools varies
widely. Sometimes, the point cloud is automatically reduced to a maximum NoP. This
filtering changes the point cloud structure and, depending on the application, can result in
unwanted effects, such as the loss of surface details. The Lab and Room point clouds consist
of 2.7 and 14.5 million points. The surface area of the objects covered by points is 51 m2 and
61 m2 for the Lab and the Room point clouds, respectively. Based on these two parameters,
an additional useful parameter, the average point cloud density, can be calculated. The
average point cloud density can be used as the resolution of the point cloud. This varies
with the distance to the recording device, and this shows that the parameters of the quality
model are chosen to be fundamental, so that optional parameter extensions are possible.

The segmentation tools require certain point cloud features to enable processing.
Spectral features are often used to perform an automatic segmentation or to color the point
for better visual differentiation. Most point clouds have geometric features (coordinates)
and spectral features for color and intensity. In addition to these features, normals (N) are
calculated to create perspective images or orient the single point within their neighborhood,
as done with the PCCT. These features can enrich the point cloud after the semantic
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segmentation. The exported feature can change during the semantic segmentation. The
point clouds in the example are only extended by the feature semantic class. This is
expressed by exporting each class as a single pts file. Closely related to the feature
parameters of the point cloud is the file format that is available for import and export for
software. The pts format is supported by all tools being used. This file format corresponds
to the data model of Section 3.3. The used data model states that all segments should be
available as an individual file. If the data model requires that the semantics of the point
cloud have to be included in one file, then a different export file format must be used. This
file format must have one additional space for the semantic label. The point clouds Lab and
Room are currently not licensed and are only used internally, so there is no restriction on
usage (P1.7). This means that the use of the datasets cannot be traced.

Table 12. Calculated and determined values for the quality parameters of availability and reliability
of process. Object parameters with * are calculated in the segmentation software.

P. No. Parameter Name Lab RGB Lab I Lab R Room RGB Room I Room R

P1 Availability

P1.1 CD exists yes yes yes yes yes yes
P1.2 NoP 2,790,352 points 14,526,242 points
P1.3 Area size 51 m2 61 m2

P1.4 Object char. in. x, y, z, I, R, G, B, xN*, yN*, zN*
P1.5 Object char. out. x, y, z, I, R, G, B, Class
P1.6 File format out. pts/csv pts/csv pts pts/csv pts /csv pts
P1.7 Use restriction no no no no no no

P2 Reliability of Process

P2.1 NoS 7 7 9 8 8 8
P2.2 ATR 13% 13% 55% 38% 45% 49%

In addition to point cloud metadata, metadata about the process are also represented
by the process reliability, as shown in Table 12. Reliability can be determined if a process
is performed independently multiple times. It can be determined by observing which
parameters change systematically and which are random. According to the research
question, two influences should be analyzed. On the one hand, the influence of different
users is considered, and on the other hand, that of different tools is assessed. The repeat
accuracy of different users is investigated in Section 4.1.4. At this point, the focus is on the
two different tools. For a statistical consideration, the number of seven to nine annotations
per tool is too small. However, a qualitative or comparative description of the influences of
the tools in the form of a tendency is possible despite the small number of samples. For this
purpose, the following values are not based on the annotations of individual annotators,
but on a joint point cloud with all annotations. For the determination of the parameters
of the datasets Lab RGB and Lab I, seven different annotations were performed; for the
Lab R dataset, nine annotations were performed, and for the datasets Room RGB, Room I and
Room R, eight annotations were performed.

The ATR is calculated based on the longest time for semantic segmentation for each
point cloud. The maximum time is 120 min for the point cloud Lab and 194 min for the
point cloud Room. For both point clouds, the semantic segmentation with Recap takes the
longest. The ATR values in Table 12 show that the PCCT provides an average of only 13%
of the maximum time for small point clouds such as Lab. With Recap, the ATR is 55% for the
Lab point cloud. For the larger dataset, it can be seen that the PCCT can be used to work
faster on average, but the differences in time decrease with increasing point cloud size.

The parameters of availability and process reliability are the basis on which to describe
further parameters that have a more practical meaning for the investigated question. Thus
far, it is described how a process can be carried out with the selected data and resources,
how reliable this process and the other quality parameters are, as well as how efficient the
tools and its usage are in comparison to others.
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4.1.2. Integrity Characteristics

The integrity of the semantic point cloud is described by the parameters of the
characteristics completeness, consistency and correctness, which are shown in Table 13.
Completeness refers to the point cloud and its individual points. More precisely, it
indicates how many points are still present after processing with a segmentation tool.
After processing with Recap, the NoP was significantly reduced. The segmented point
cloud still consists of 74% of the original points for the Lab R dataset and 41% for the dataset
Room R. This point reduction is due to the tool. In other applications, this may arise from
the task description—for example, if only x% of the point cloud is to be semantically
segmented manually and the rest automatically. In addition to object completeness,
semantic completeness can be determined. All classes described in the CD should exist
in the semantic point cloud. This parameter is important for large and hierarchical CDs,
when all levels are not or not yet classified. With respect to the segmentation tool, it must
be possible to select or include the necessary classes. With PCCT and Recap, all five classes
can be named and set with respect to the application. The point clouds are classified
for all classes, but, for the following consideration, only the most detailed level is used.
The furniture class is a super-class of the sub-classes table and chair. A super-class exists
automatically if all sub-classes are present.

Section 4.1.1 describes which characteristics must be present for the point cloud. The
presence of the characteristic is the necessary condition to evaluate whether the point clouds
can be used. This is usually only possible if the point cloud features are consistent, which is
the case for all six datasets, as shown in Table 13 by P4.1 to P4.3. The spectral features are
scaled to the value range of 0 to 255 and the geometric features are given in meters.

A point cloud should have an equal amount of points for each class if it will be used
as training data. The CE takes values of 0.65 (Lab) and 0.62 (Room), indicating that the class
distribution is unequal (0.0 means equally distributed). The point cloud Lab consists of
90% of the floor class. The remaining 10% of points comprise chairs (3%), tables (6%) and
scanning artifacts (1%). The distribution of the point cloud Room is comparable (Table 13).

Table 13. Calculated and determined values for the quality parameter of integrity.

P. No. Parameter Name Lab RGB Lab I Lab R Room RGB Room I Room R

P3 Completeness

P3.1 SSR 1.000 1.000 0.739 1.000 1.000 0.409
P3.2 NoC 5 5 5 5 5 5

P4 Consistency

P4.1 GC x, y, z 10.34, 8.56, 1.00 m 8.07, 6.11, 0.82 m
P4.2 SCRGB 0–255 0–255
P4.3 SCI 0–255 0–255
P4.4 CE 0.65 0.65 0.65 0.62 0.62 0.62

P5 Correctness

P5.1 RP floor 99.9% 99.9% 100.0% 99.8% 99.9% 100.0%
P5.1 RP chair 96.1% 95.7% 99.2% 81.6% 66.0% 99.7%
P5.1 RP table 89.6% 89.6% 99.8% 94.5% 87.8% 99.7%
P5.1 RP scan. artif. 27.1% 27.6% 69.6% 47.1% 35.6% 77.2%

P5.2 RA floor 100.0% 100.0% 100.0% 99.8% 99.8% 100.0%
P5.2 RA chair 97.7% 97.1% 99.5% 97.7% 90.4% 99.7%
P5.2 RA table 96.8% 96.1% 99.8% 96.7% 95.9% 99.6%

The characteristic correctness can be determined if it is possible to describe what is
true. This description can be made for a semantic point cloud by a semantically enriched
geometry. The geometry either describes the target state from planning data or is captured
and processed by a higher degree of correctness. This is the case if the point cloud
was captured with a more accurate measurement system and a more accurate semantic
segmentation method. For most furnished indoor scenes, no highly accurate geometric
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planning data are available. In this work, a measurement and segmentation method is used
that is significantly more accurate than the method under investigation. The method used
for the creation of the semantic GT point cloud is based on simultaneous acquisition and
semantic segmentation with the line scanning system Leica T-Scan5. The Leica T-Scan5 is
used in conjunction with the Leica Lasertracker AT 960. Based on the technical manufacturer
specifications [97], the geometric accuracy (GAP) of predominantly flat surfaces can be
determined according to Equation (8).

GAP = 80µm + 3µm ∗ d m (SD o f 2σ) (8)

A maximum distance (d) between the laser tracker and the Leica T-Scan5 of 10 m can be
assumed. The maximum GAP is therefore 0.11 mm. This can be set equal to the geometric
correctness for the following consideration. The semantic is obtained by scanning the
real objects individually with the Leica T-Scan5 and assigning a semantic class during
the measurement. Errors can occur due to the assignment of an incorrect class. This
was minimized by intensive checks in the field and during data preparation (four-eyes
principle). The original point clouds acquired with the Leica T-Scan5 are further compressed
and harmonized so that the maximum point density is less than 1 point/mm2. The GT point
clouds are considered free of semantic errors and contain only semantic objects. Scanning
artifacts are not included in the GT point cloud. The point cloud in Figure 12 is the reference
model for determining the correctness and the precision of the point cloud to be analyzed.

Figure 12. GT point cloud for determination and verification of correctness and precision parameters.

The determination of the correctness parameters can be performed if the GT and the
analyzed point clouds are in the same coordinate system. Both point clouds are transformed
via discrete target points into a local room coordinate system. Residuals of up to 7 mm
(Lab) and 5 mm (Room) occur as a result of this transformation of the analyzed point cloud.
The residuals are considered to denote uncertainty when comparing the point clouds to
determine the quality parameter for correctness and precision.

The class segments of the GT point clouds are geometrically compared with those to
be analyzed. For this comparison, the following rules apply:

• If the point distance between both point clouds is less than a threshold, then a point in
the point cloud under investigation has been correctly semantically segmented. These
points are TP points.

• If a segmented point in the investigated point cloud is closer to a segment of another
class, then it is an FP point of the selected class.

• The FP points are also FN points of the other classes. By comparing the GT point cloud
segments of the other classes with the sub-point cloud of the investigated point cloud,
the FN points can be determined.

The resulting confusion matrix of TP, FP and FN points (Figure 7) provides the basis for
determining the parameters RP and RA. These parameters express how correct a semantic
segmentation is—RP by the ratio of the TP points to all points of the semantic target class
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and RA by the ratio of the TP area to the total area of a semantic target class. The areas are
calculated via a triangular meshing with the Ball Pivoting Algorithm by [98]. Depending
on the application, either the RP or RA is more appropriate. RP is more meaningful for
applications in which the individual points are important. This is the case if ML applications
have to be validated. In these applications, it should be checked how well a task is solved
with a dataset. For the use of a point cloud as a model or as a basis for modeling with
parametrized geometries, the RA is more suitable.

All correctness parameters in Table 13 refer to a joint point cloud, which was calculated
from all segmented point clouds of each dataset. A small program based on Open3D
functions [99] was used for this purpose. The class membership of each point in the joint
point cloud is based on the majority of the classifications within a dataset. The performance
of individual annotations can be found in Tables A6–A8 in Appendix C.

The RP varies between 27.1% and 100.0%. The floor class is best recognized, with
99.9% to 100.0%. The chair and table classes were determined differently depending on
the tools. For the Lab R and Room R datasets, the RP is higher than 99.1%. The RP of the
PCCT datasets varies for the smaller semantic objects between 66.0% and 96.1%. It can be
seen that semantic segmentation is better for the smaller point cloud Lab (PR higher than
89.6%) than for the larger Room point cloud (RP higher than 66.0%). The scanning artifacts
are predominantly not detected in the segmentation with the PCCT (PR less than 47.1%).
Moreover, with Recap, these classes are determined poorly, with a PR of only 69.6% and
77.2%, respectively (Table 13).

The RA is determined only for the object classes, since scanning artifacts are not useful
for the visualization of an area. For all datasets, this parameter is higher than 90.3%. For
the floor class, it is even higher than 99.7%. Since this parameter is based on the same data
as the RP, similar behavior can be expected. However, differences occur due to the different
point densities. For example, the RA is higher than the RP for all PCCT datasets, since this
tool is used for areal segmentation and small groups of points (e.g., at class boundaries) are
more often assigned to an incorrect class. This can be observed, e.g., in dataset Room I, with
an RP for the chair class of 66.0% and with 87.8% for the table class. Here, the RA is 90.4%
for the chair class and 95.9% for the table class (Table 13). The differences between RP and
RA are smaller or do not occur for Recap, because the segments can be formed more finely
and individually.

Figure 13. TP and FN areas of dataset Room at different semantic segmentations for the table class.

The analysis of the areas can also be useful, if the inverse RA, the area of FN points, is
considered. This indicates which areas are not assigned to the correct class. These are holes
or missing parts in the segmented point cloud. By visualizing these areas, it is possible to
identify certain problematic sections for which the applied tools do not allow correct class
assignment. The problematic sections are colored red in Figure 13.
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4.1.3. Accuracy Characteristics

The accuracy in the quality model is expressed by the quality characteristics of precision
and semantic accuracy. Precision is described by two ratio parameters. Additionally, MD and
SD are determined from the FP points. The geometric accuracy is described for the handling
of the semantic definitions and in terms of implementation per class (Table 14).

The PP of the floor class is higher than 99.5% for all datasets, so that all segmentation
methods work equally well for this class. Based on the PA, the maximum incorrect area
can also be determined with 0.5% of the object areas. The use of points or areas leads to no
measurable differences.

In contrast, the semantic augmentations applied for the chair and table classes show
varying precision. The semantic segments with Recap for chair and table consist of more
than 95.4% of TP points and 95.6% of the TP area. Thus, only 0.23 m2 of the table area
and 0.17 m2 of the chair area is falsely semantically segmented. The proportion of object
class points in the scanning artifacts class is very small, with 4.6% and 2%. In points, this
corresponds to approximately 125,000 and 290,000, respectively. The MD from the GT
geometry is up to 92 mm. The SD of FP points is less than 39 mm.

The floor was determined by a plan fit; tables and chairs were segmented free-hand. It
can be observed that more precise work can be achieved via free-hand segmentation. For
the table and chair classes, the SD of FP points varies between 9 mm and 16 mm (Table 14).
The PCCT segmentation of the two point clouds is less precise. The PP for chairs varies
between 67.3% and 78.5%. In terms of surfaces, the PA varies between 90.4% and 91.7%. For
the table class, the PP varies between 92.1% and 93.6%. The table class has a wider range
for PA, from 87.7% to 97.6%. The PA of the chair class is considerably higher than the PP.
For the table class, a higher PP can be determined for the dataset Lab. For dataset Room, the
PA is lower and can be expressed as the area. For the table class, up to 1118 mm2, and for
the chair class, up to 380 mm2 are incorrectly segmented. The proportion of object points in
the scanning artifacts class is very high, which is expressed by the PP, which ranges from
30.8% to 61.3% for the PCCT datasets. This agrees with the observations on the RP for the
object classes in Section 4.1.2.

An influence due to the segmentation with RGB or I values cannot be observed.
However, it can be seen that the smallest object class, chair, is less precise for the dataset
PCCT I. A comparison of the values in Table 14 shows that the PP and the PA are influenced
by the size and content of a point cloud. As an example, this can be observed by the table
class for the datasets Lab RGB and Room RGB. For Lab RGB, the PA is higher than the PP. For
the dataset Room RGB, the PA is 5.5% lower than the PP. This occurs for the PCCT datasets,
because scanning artifacts are present behind the objects. The scanning artifacts are often
assigned to object classes at the front. This can be seen in Figure 14.

Figure 14. TP and FP points for the table class. The point cloud was semantically segmented with
PCCT (left) and Recap (right).

The more scanning artifacts are spread, the more the PA of the object is affected. This
can observed with the parameter MD of FP points. The MD of FP points values are shorter
for the Lab RGB than for the Room RGB dataset. This is also true for the SD of FP points,
which is larger than 600 mm for the Room RGB dataset. The geometry of the class segments
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becomes describable via the SD and MD of FP points. Based on the parameters PP and PA,
it could be assumed that all point clouds are well-suited as a model. However, this is
not the case due to the high deviations caused by scanning artifacts and overlapping
segments in the PCCT datasets. The SD of FP points can describe, without visualization or
human interpretation of the point cloud, that a point cloud is suitable or not as a model.
A point cloud can be advantageous as a basis for modeling if the MD of FP points is large
and the SD of FP points is small. These observations indicate isolated outliers. With SD and
MD of FP points in combination, the quality of semantic point cloud segments can also be
described geometrically.

The semantic accuracy can only be determined if the dataset-specific CD was used,
since there is no general one. For these descriptions, the CD in Appendix A is applied.
For all Lab and Room datasets, the CD was applied during all annotations. For other
datasets, the respective CD of the dataset must be used. For our examples, the used CD is
hierarchical, as can be seen in Table 14. In the CD, there are two semantic levels, which are
filled out. Moreover, the class segments according to the CD are present or can be created
by merging sub-classes into one super-class. Proof of the correct semantic class can be
obtained by comparison with a reference or a visual inspection, as in Figure 8. For the
example datasets, the furniture class cannot be seen directly, but it can be formed from the
table and chair classes. One analytical strategy may be looking only at the most detailed
classes. Since the furniture class is not directly present in our datasets, this class is not
examinable and the parameter P7.3 is set to no in Table 14.

Table 14. Calculated and determined values for precision and semantic accuracy.

P. No. Parameter Name Lab RGB Lab
I

Lab
R

Room
RGB

Room
I

Room
R

P6 Precision

P6.1 PP floor 99.7% 99.8% 99.8% 99.6% 99.6% 99.9%
P6.1 PP chair 78.5% 78.2% 95.8% 77.9% 67.3% 95.5%
P6.1 PP table 92.1% 93.1% 98.2% 93.2% 93.6% 97.5%
P6.1 PP scan. artif. 53.4% 52.6% 95.4% 61.3% 30.8% 98.0%

P6.2 PA floor 99.8% 100.0% 100.0% 99.5% 99.5% 99.5%
P6.2 PA chair 91.7% 91.6% 96.7% 90.4% 90.8% 95.7%
P6.2 PA table 96.8% 97.6% 98.8% 87.7% 87.6% 97.3%

mm mm mm mm mm mm

P6.3 MD FP pts floor 249 666 83 131 884 92
P6.3 MD FP pts chair 1278 1244 48 1699 1485 55
P6.3 MD FP pts table 1237 1558 53 1906 1967 53

mm mm mm mm mm mm

P6.4 SD FP pts. floor 42 87 38 61 161 24
P6.4 SD FP pts. chair 151 152 9 646 591 16
P6.4 SD FP pts. table 207 214 14 279 443 14

P7 Semantic Accuracy

P7.1 CD applied yes yes yes yes yes yes
P7.2 Hier. CD yes yes yes yes yes yes
P7.3 floor used yes yes yes yes yes yes
P7.3 furniture used no no no no no no
P7.3 chair used yes yes yes yes yes yes
P7.3 table used yes yes yes yes yes yes
P7.3 scan. artif. used yes yes yes yes yes yes

4.1.4. Descriptive Use for Multiple Annotations

Regarding the research question, the individual annotation performance is also of
interest. To investigate this aspect, 47 independent segmentations from nine different
annotators are used for two point clouds. The metadata of the point cloud do not change
due to the individual annotations, so only eight parameters describe the annotation
differences. These are ATR, RP, RA, PP, PA, MD of FP points, SD of FP points and ’class’ used.
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The processing time is determined in relation to the maximum time required and is
presented for each annotation in Table A2 in Appendix B. An analysis of the individual
segmentations shows that the largest differences in processing time occur for Recap. The
fastest annotation has been performed with only 20% of the maximum duration for Lab
resp. with 15% for Room by PCCT. For the semantic segmentations with the PCCT, the
segmentation duration varies by 5% for Lab I, by 10% for Lab RGB, by 31% for Room I and
by 39% for Room RGB. It can be seen from the values in Table A2 that the processing time is
more consistent with PCCT than with Recap for different annotators. The longest semantic
segmentation with PCCT was 38% faster than with Recap. Thus, PCCT has the advantage
of a shorter processing time and better planning capability for tasks.

Further differences for the individual annotations can be found for the characteristics of
correctness and precision. The parameters RP and PP are calculated for each segmentation
(Tables A3–A8 in the Appendix C). Based on the small variation in all values for RP and
PP for the floor class, it can be concluded that this class can be segmented very reliably,
correctly and precisely using a geometry fit.

For the table and chair classes, the individual results are different. The correctness
and the precision vary strongly. For Recap, the minimum RP is 49.6% and the maximum is
99.8%. The lowest PP value is 87.5% and varies up to 14%. It can be seen that the reliability
for chairs and tables decreases, because different annotations reach different accuracies.
The class with the lowest correctness is the scanning artifacts class (RP of max. 80.1%). The
worst annotation for scanning artifacts with Recap contains only 42.3% TP points. Similar
trends can be seen for the datasets processed with PCCT, but these are even lower in terms
of precision and correctness.

To investigate whether the different results in a multiple segmentation occur by
random or whether there is a systematic effect, we tested whether the set of the RP and the
PP per class is normally or t distributed. The hypothesis is that the RP or the PP is normally
distributed around an expected (average) value per class; thus, the annotation performance
would then also be normally distributed. Random differences would be describable in this
way. The Kolmogorov–Smirnov test [100] was used to test this hypothesis.

It was found that, for most classes of the Room datasets, the RP and PP are normally
distributed. For the smaller Lab dataset, no normal distribution could be observed. The
hypothesis can therefore not be confirmed. A possible reason for the different distributions
could be that the larger point cloud has more random segmentation errors than the smaller
point cloud, which is reflected in the parameters. In the small point cloud, the operator is
more focused and the assignments are less ambiguous. This observation is supported by
the fact that the RP and PP of the Lab datasets are predominantly higher.

The parameters MD of FP points, SD of FP points, PA and RA behave in a similar way to
RP and PP, so these will not be discussed further. The parameter class used must be tested
before joining to avoid gross errors in the joined point cloud. This can be tested during the
joining by allowing only certain classes and excluding segmented point clouds that contain
other classes.

4.1.5. Summary of the Descriptive Use

The description from Sections 4.1.1–4.1.3 focuses on comparing the tools and how
they perform differently for smaller and larger point clouds. The basis of the investigation
for each tool was a joined point cloud, which is free of individual segmentation patterns.
It can be concluded that, with the quality model, semantic point clouds can be described
for a comparison. Without further knowledge about the point cloud or the segmentation
tool, an analysis of the point cloud can be performed based on 23 parameters. The quality
model is holistic and does not only refer to parameters for correctness and precision,
such as in [13,57]. Recap is more suitable than the PCCT for the outlined applications.
Nonetheless, with the appropriate settings for the automatic segmentation, the PCCT is
more efficient. The separation of objects and scanning artifacts has proven to be the main
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problem. Based on the analysis process, and in connection with the developed tools, it is
possible to investigate other segmentation tools.

The second part of the research question was discussed in Section 4.1.4. It can be
noted that the processing time and the achieved accuracy are user-specific. There is no
common relationship between long processing time and higher accuracy. However, it can
be observed that, with Recap, a longer processing time leads to more accurate results in
most cases. With PCCT, the processing time is, on average, 42% shorter. The influence of
the user is noticeably large when using Recap. This can be seen in Table A4. For the same
point cloud and tool, differences of up to 18% (PP) for object classes occur. This observation
confirms the hypothesis that multiple processing is necessary, in order to allow a realistic
evaluation of the quality of the point cloud.

4.2. Quality Model to Evaluate Semantic Point Clouds

The description of the semantic points from the previous Section 4.1 is the basis for an
evaluation of a semantic point cloud. Due to the large number of semantic point clouds
available on the web, it is difficult to obtain an overview of which point cloud is suitable
for which application. The quality model, with its parameters, provides a framework for
the comparison and selection of datasets. The parameters can be used to evaluate the
characteristics of the point cloud in terms of metadata, geometry and semantics. Thus, the
point clouds that do not meet the important criteria of an application can be excluded. In the
following, the quality parameters for almost all datasets from Section 2.3 were researched.
The research results were summarized in an Excel database. A threshold set and query
functions were added. For the used thresholds, it can be queried whether they are met,
not met or unknown. For the example semantic point cloud as a model, the query result is
shown in Figure A1 of Appendix D. The public datasets in the database are extended by
the datasets of the point clouds Lab and Room. For our own datasets, it is ensured that all
parameters are known.

The collection of datasets shows that most of the metadata for the point clouds
are sufficiently documented or can be determined from the datasets. Thereby, implicit
parameters are derived. For example, a class definition is present, even if this is not written
down, and can only logically be derived by an application or from the point cloud itself. In
addition, it is concluded that at least one semantic segmentation took place. Therefore, the
parameter NoS is assumed to be 1, if nothing else is found. Parameters concerning the size
of the dataset, the file format and the data model can usually be taken from publications,
web documentation or directly from the dataset.

The correctness and precision parameters are unknown for all external datasets. This
is a central weakness of existing practice in dealing with datasets provided as training
data or for modeling. This work tackles the problem by providing the quality model. The
model should attempt to encourage the evaluation of published datasets (at least in part)
for geo-semantic accuracy. This kind of evaluation is standard for automatic semantic
segmentations in almost all publications. Since most automatic ML methods learn from
human-annotated datasets that are not evaluated, these methods “learn” possible errors in
the data. Thus, learning is done with a GT dataset, which is not always a true representation
of reality. It is only the reality as seen (most of the time) by one annotator. In the end, only
a relative evaluation of ML procedures is possible with currently available datasets.

The use of the Excel database does not aim to determine exactly one dataset for
which all parameters are fulfilled. It should rather be an aid with which a selection can
be made. Not all parameters are always relevant for all applications and can therefore
be disregarded. A possible use of the quality model is now presented for the example
application from above.

4.2.1. Point Cloud as Model

The semantic point cloud as a model is usually useful for an application for which
the capturing sensor properties are well known and the point cloud has to be semantically
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segmented at least once. The data model and the abstract model have to be known. The
parameters of the quality characteristics of availability, process reliability, completeness,
consistency and semantic accuracy must be fulfilled. The flowing example is a visualization
of the floor, table and chair classes in CC.

The parameters CE and ATR have no meaning in this example, since no comparison
of procedures is queried with regard to duration or training. The quality characteristics
of correctness and precision are determined by one or more semantic segmentations,
which always contain uncertainties. Thus, these parameters should never be set as 100%.
Holes in the point cloud lower the correctness. Depending on how these holes occur and
what additional information is available, the correctness can play a minor role. For the
visualization, it is important that as few FP points as possible are present in the classes.
This means that the precision must be high. The parameters RA and PA are favored
over RP and PP in this application, since non-uniform density can be expected. Based on
these considerations, we chose to set the thresholds for parameter RA to 70% and for the
parameter PA to 80%. The scanning artifacts class is not considered, because it contains
no object information. In addition, if PA is satisfied, the thresholds for SD of FP points and
MD of FP points must be set to low values. Here, we suggest 50 mm as the threshold for
SD of FP points and 100 mm as the threshold for SD of FP points. These limits vary from
application to application. For a visual analysis of an indoor scene, our suggestions are
sufficient to recognize objects such as tables and chairs.

The semantic conditions are fulfilled for the datasets SceneNN, S3DSP and ScanNet and
our own datasets, Lab and Room. The ScanNet dataset is not available as a point cloud and
therefore does not correspond to the research question. SceneNN and S3DSP are available in
the appropriate file format for CC and have the necessary features (x, y, z-coordinates and
semantic label). For an exclusive visualization, no restrictions of use are present. Subject to
the unknown parameters, the datasets can be used for the example task.

For our own datasets, the semantic and all relevant formal constraints are satisfied
(Section 4.1). The RA parameter for correctness and the PA parameter are satisfied for all
classes as well, but the datasets processed with the PCCT do not meet the thresholds for
SD of FP points and MD of FP points. The PCCT dataset cannot be used for the visualization.
The Recap point clouds for Lab and Room meet the specifications and can be used. This is
shown in Figure 15 for the point cloud Room R.

Figure 15. Semantic point cloud consisting of the floor, table and chair classes for visualization of a
real room.

4.2.2. Point Cloud as a Basis for Modeling

A similar procedure as in Section 4.2.1 can be followed when using a semantic point
cloud as the basis for modeling. The semantic parameters must also be fulfilled to model
the needed classes. The semantic and geometric characteristics of the point clouds must
be available. The file formats must be compatible with the modeling software. Most point
clouds are available in open or open-source file formats that can be loaded with most
modeling software, such as PointCab (https://pointcab-software.com/en/ accessed on 15
December 2021). However, this is not always the case, as popular modeling programs, such
as Autodesk Revit (https://www.autodesk.de/products/revit/ accessed on 15 December
2021), only support their proprietary file formats. A software that supports open or
open-source file formats should be used.
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Due to the chosen semantic and formal target values, only the datasets SceneNN
and S3DSP, as well as Lab and Room, can be considered for the example. Since no
information is available for SceneNN and S3DSP regarding correctness and precision,
these parameters cannot be evaluated. For our own datasets, Lab and Room, there are
parameter values available, which are used to evaluate correctness and precision. As before,
correctness is less important than precision as holes and incomplete edges can be closed or
completed associatively when modeling with parametric geometry objects. In modeling by
triangulation, holes can be closed up to a certain size. Thus, the threshold for correctness
can be lowered to, e.g., RA 60% and complete modeling can still be achieved. The precision
has higher relevance, because objects are mostly enlarged. The threshold for PA should
remain at 80%. The thresholds for SD and MD of the FP points now have additional relevance
as before. Distant single points are usually excluded automatically by the knowledge of
the modeler, so this parameter can be very large (e.g., 2000 mm). More important is the
SD of the FP points, which should remain at 50 mm. The choice of the threshold must also be
customized for the task in question. For modeling objects using a model catalog or in LoD
100 or LoD 200 BIM applications, the proposed thresholds are sufficient. Due to the chosen
threshold, only the two Recap datasets are available.

4.2.3. Point Cloud as Training Data

The third example is to use point clouds as information carriers to train data-based
algorithms. For this purpose, the scanning artifacts class is necessary, in addition to the
object classes from above. For many semantic indoor datasets, the scanning artifacts class
or a comparable class for disturbances/noise is not included. For most outdoor datasets,
not all indoor object classes are available.

Only our own datasets are considered in the following. The parameter NoP must be
fulfilled, so that enough data for training and evaluation are available. A dataset with only
2 million points is too small for training. The training algorithm parameters will likely lead
to unreliable and inaccurate results for other unknown point clouds. The target value for
the NoP is set to 5 million points and at least three independent semantic segmentations
are considered necessary to verify the knowledge in the data, even if no GT data of a higher
accuracy level are available. The parameter ATR has the function of identifying, in the case
of a large number of operations, the operators that work particularly fast. For example,
these workers could be favored over the slower ones for further work.

The correctness and the precision for this work are equally important, because the
method to be trained should learn the optimal handling of the data. Here, the points are the
relevant input variables, which is why the RP and PP are used. The suggested thresholds
are 75% for scanning artifacts and 80% for objects. It is expected that objects are segmented
more distinctly and an interpretation of the scanning artifacts is more difficult. The other
geometric parameters should not exceed the limits for the applications described above,
but they are of minor importance for this application.

4.2.4. Summary of the Evaluated Use

The three example applications show how a semantic point cloud can be evaluated
with the quality model and how it can be decided whether the quality of a dataset
is sufficient. It should should be emphasized that, with the parameters, an objective
evaluation is possible, even if the relevance of the individual parameters is different in the
respective application. The presented applications and used thresholds are only examples,
based on our experience.

5. Conclusions and Outlook

Semantic 3D point clouds play a crucial role in the context of the digitization of
working environments. A representation of reality as a detailed point cloud or in the
form of a derived model is a fundamental component in many planning and management
processes for buildings. Bringing semantic information into a geometric model is the
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next major step towards the automation of planning and decision making. Integrating
the semantics of objects as additional information into a point cloud is a necessary and
challenging task that must be solved. The semantics of the point cloud must be describable
in terms of resolution, correctness and precision. This requires additional metadata about
the point cloud and the previous processes. The requirements of an application must be
compared with the actual characteristics and it must be tested whether the requirements
are fulfilled.

The quality characteristics of a point cloud can be described by a quality model. For the
holistic description of a semantic point cloud, a model based on seven characteristics was
deemed to be suitable, offering the user the possibility to describe, compare and evaluate
their own as well as third-party point clouds. In order to describe the quality of semantic
point clouds with a manageable number of parameters, a quality model was created and
tested in this work. The choice of parameters was based on the underlying process, as well
as on the abstract model and the data model.

The holistic quality model for semantic point clouds focused on the characteristics of
semantic segmentation; the characteristics of geometric creation must also be taken into
account. Crucial for the semantic segmentation are the accuracy and reliability with which
a point cloud was split into semantic segments. In particular, the human influences on the
GT point clouds are usually not considered. The initial semantic knowledge in a GT point
cloud is always given by a human. The quality of the knowledge is a variable quantity. It
depends on the motivation, training, perception and carefulness of the annotator. One way
to keep these individual influences low is to use multiple independent annotators and a
unique CD, and to train the annotators well. The use of different segmentation tools, as
well as the degree of individualization, have a measurable impact on the final point cloud.
The more individualization a tool allows, the better a single semantic segmentation can be.
However, this has the disadvantage that the segmentation performance can vary.

The created quality model allows the comparison of publicly available semantic point
cloud datasets. The analysis of a selection of publicly available point clouds has shown that,
in particular, parameters for the GT correctness and GT precision are usually not provided
and therefore a comparison is not possible. This is a central weakness, which has to be
addressed in the current practice so that realistic semantics can be represented in a point
cloud. Our quality model contributes to the improvement of GT point clouds.

In future, a distinction of the general model is necessary and an adaptation to data-based
algorithms is to be recommended. The current quality model is only designed for indoor
applications due to the complexity of the semantic environment and must be adapted for
outdoor applications. It is conceivable that the data-based algorithms can be understood
even better if the characteristics of the input data (point cloud) are described. Based on
the determined characteristics of the input data and algorithm response, an objective
performance comparison can be achieved.
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Appendix A. Class Definition

The CD for the examples is shown in Table A1. A level is assigned to each class. A
super-class is always fully divided into sub-classes. The class description is kept brief and
provides relations between the classes.

Table A1. Class definition.

Level Class Definition

L0 furniture
Furniture includes objects that have contact with the floor and
stand in the room. Objects that do not belong to the class chair
or table cannot be furniture. The class can be further subdivided.

L1 table
The table class consists of all the points that describe/contain
the table legs, the lower frame of the table, the table top and the
adjustable feet.

L1 chair The class chair consists of all the points that describe the seat,
backrest, tubular frame and rubber feet.

L0 floor
The floor class consists of all points describing the flat floor and
small edges and floor inlets (maintenance flaps). The floor can
be considered a plane with a deviation of 50 mm.

L0 scanning artifacts

The scanning artifacts class consists of all points that describe
objects lying on the ground—for example, cables. Furthermore,
this includes all points that are caused by measurement errors
(phantom points), reflection of the objects and gap closures due
to the evaluation software. Multiple reflections can also occur.

Appendix B. Time Required for Semantic Segmentation

Table A2 shows the actual processing time in relation to the maximum processing
time. The maximum time required in minutes for each point cloud is equal to 100%. The
percentages can only be compared within one point cloud. The data are only valid for the
comparison of the example described in Section 4.1.4. For other investigations, the ordinary
times in minutes must be used.

Table A2. Actual processing time in relation to the maximum processing time.

Lab Room
No. RGB I R RGB I R

1 12.5% 12.5% 41.7% 41.2% 46.4% 49.0%
2 14.2% 11.7% 64.2% 27.8% 33.5% 34.0%
3 12.5% 12.5% 100% - - -
4 10.0% 10.8% 94.2% 32.5% 42.3% 100.0%
5 9.2% - 35.8% 33.5% 51.5% 46.4%
6 19.2% - 37.5% 23.2% 30.9% 30.9%
7 - 12.5% 75.0% 61.9% 61.9% 61,9%
8 - 15,8% 25.0% 46.1% 46.4% 15.5%
9 10.8% 13.3% 20.8% 41.2% 43.8% 51.5%

Avg. 13.0% 12.7% 54.8% 38.0% 44.6% 48.6%

Appendix C. Correctness and Precision for Multiple Annotations

Tables A3–A5 show the parameter PP for all classes of the CD from Appendix A.
Tables A6–A8 contain the parameter RP of all annotations.

Table A3. Precision for the datasets Lab and Room, semantically segmented by Recap.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 99.8% 95.9% 98.7% 91.7% 99.9% 96.4% 97.6% 89.7%
2 99.6% 91.7% 96.0% 97.8% 77.0% 99.8% 94.0% 98.5%
3 100.0% 85.9% 97.3% 17.7% - - - -
4 99.7% 97.9% 99.5% 88.2% 99.9% 95.6% 97.4% 87.5%
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Table A3. Cont.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

5 100.0% 93.4% 99.4% 47.4% 99.8% 94.1% 96.9% 77.5%
6 99.9% 97.0% 85.7% 81.1% 99.8% 94.3% 97.6% 33.9%
7 100.0% 96.6% 99.0% 74.3% 99.2% 94.7% 96.2% 82.7%
8 99.8% 99.2% 99.9% 76.4% 99.9% 92.7% 96.7% 90.4%
9 99.5% 99.8% 99.9% 77.6% 99.5% 90.9% 97.0% 95.0%

Table A4. Precision for the datasets Lab and Room, semantically segmented by PCCT RGB.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 99.7% 93.9% 86.2% 40.5% 99.6% 77.9% 93.7% 51.3%
2 99.7% 88.5% 86.9% 41.7% 99.6% 79.1% 92.8% 43.7%
3 99.7% 83.3% 77.1% 29.9% - - - -
4 99.7% 94.6% 86.6% 41.0% 99.7% 80.9% 93.4% 61.4%
5 99.7% 91.6% 83.2% 47.4% 99.7% 82.7% 95.2% 41.7%
6 99.7% 84.2% 95.2% 24.0% 99.7% 77.3% 88.9% 43.4%
7 - - - - 99.3% 74.0% 93.5% 48.5%
8 - - - - 99.7% 78.4% 93.9% 56.0%
9 99.7% 93.9% 80.8% 38.1% 99.5% 80.4% 93.6% 49.9%

Table A5. Precision for the datasets Lab and Room, semantically segmented by PCCT I.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 99.7% 93.8% 86.8% 38.5% 99.7% 73.9% 95.3% 26.7%
2 99.7% 93.8% 85.3% 39.8% 99.4% 82.1% 89.8% 42.0%
3 99.7% 81.9% 82.2% 21.7% - - - -
4 99.7% 93.6% 89.0% 37.8% 99.7% 77.7% 90.3% 33.3%
5 - - - - 99.7% 82.7% 95.2% 41.7%
6 - - - - 99.6% 76.8% 91.5% 30.1%
7 99.8% 77.0% 75.8% 37.7% 99.3% 70.7% 91.0% 20.6%
8 99.7% 94.2% 87.5% 38.0% 99.7% 77.3% 92.6% 35.5%
9 99.7% 83.5% 90.9% 35.5% 99.2% 75.7% 92.7% 30.8%

Table A6. Recall for the datasets Lab and Room, semantically segmented by Recap.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 100.0% 98.9% 99.8% 62.0% 100.0% 98.0% 99.2% 75.9%
2 100.0% 99.9% 99.8% 46.4% 100.0% 97.6% 96.5% 76.2%
3 99.5 % 90.7% 94.0% 80.1% - - - -
4 100.0% 98.3% 99.7% 67.0% 100.0% 99.0% 99.4% 74.0%
5 99.6% 98.5% 99.0% 69.8% 99.9% 99.1% 97.1% 66.7%
6 99.9% 70.4% 99.8% 74.8% 100.0% 49.6% 98.7% 71.1%
7 99.8% 97.8% 99.8% 79.1% 100.0% 97.9% 98.3% 42.3%
8 100.0% 96.4% 99.2% 77.1% 99.9% 99.3% 99.6% 64.4%
9 100.0% 96.0% 99.1% 57.2% 100.0% 99.4% 99.5% 51.1%

Table A7. Recall for the datasets Lab and Room, semantically segmented by PCCT RGB.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 99.9% 80.5% 96.0% 26.3% 99.8% 83.0% 88.6% 54.4%
2 99.9% 84.6% 95.4% 19.3% 99.8% 68.2% 92.7% 46.6%
3 99.9% 83.6% 95.6% 20.4% - - - -
4 99.9% 84.8% 95.6% 22.2% 99.8% 80.4% 94.2% 55.9%
5 99.8% 84.6% 95.2% 18.1% 99.8% 50.8% 91.7% 64.0%
6 99.7% 93.5% 87.3% 32.6% 99.8% 69.7% 96.2% 29.2%
7 - - - - 99.8% 68.2% 91.9% 44.2%
8 - - - - 99.8% 87.1% 91.5% 52.7%
9 99.9% 84.8% 95.0% 15.2% 99.8% 77.2% 91.2% 49.4%
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Table A8. Recall for the datasets Lab and Room, semantically segmented by PCCT I.

Lab Room
No. Floor Chair Table Scan. Artif. Floor Chair Table Scan. Artif.

1 99.9% 83.8% 96.1% 22.0% 99.8% 46.2% 88.5% 54.7%
2 99.9% 83.2% 96.6% 20.0% 99.8% 57.1% 90.6% 45.3%
3 99.8% 85.1% 90.0% 29.6% - - - -
4 99.9% 84.3% 95.8% 23.6% 99.8% 80.4% 86.4% 39.0%
5 - - - - 99.8% 74.7% 90.6% 52.0%
6 - - - - 99.8% 65.4% 87.7% 38.0%
7 99.0% 84.0% 95.5% 15.1% 99.8% 56.4% 85.8% 26.5%
8 99.9% 83.7% 96.2% 21.6% 99.8% 81.4% 85.8% 43.5%
9 99.9% 87.6% 95.5% 24.3% 99.8% 61.4% 86.2% 37.6%

Appendix D. Point Cloud Dataset Comparison

Figure A1. Point cloud dataset comparison. Example: Point cloud as model.
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ABSTRACT Point clouds are generated by light imaging, detection and ranging (LIDAR) scanners
or depth imaging cameras, which capture the geometry from the scanned objects with high accuracy.
Unfortunately, these systems are unable to identify the semantics of the objects. Semantic 3D point clouds
are an important basis for modeling the real world in digital applications. Manual semantic segmentation
is a labor and cost intensive task. Automation of semantic segmentation using machine learning and deep
learning (DL) approaches is therefore an interesting subject of research. In particular, point-based network
architectures, such as PointNet, lead to a beneficial semantic segmentation in individual applications. For
the application of DL methods, a large number of hyperparameters (HPs) have to be determined and these
HPs influence the training success. In our work, the investigated HPs are the class distribution and the class
combination. By means of seven combinations of classes following a hierarchical scheme and four methods
to adapt the class sizes, these HPs are investigated in a detailed and structured manner. The investigated
settings show an increased semantic segmentation performance, by an increase of 31% in recall for the class
Erroneous points or that all classes have a recall of higher than 50%. However, based on our results the
correct setting of only these HPs does not lead to a simple, universal and practical semantic segmentation
procedure.

INDEX TERMS 3D point clouds, Data hyperparameter, Hierarchical class combination, Hyperparameter,
PointNet, Semantic classes, Semantic Segmentation, Unbalanced data

I. INTRODUCTION

SCENES of the real world are scanned with depth imag-
ing cameras and light imaging, detection and ranging

(LIDAR) scanners in a short time with high geometric res-
olution and accuracy [1]. The digitized scenes are mostly
unsorted, unstructured and incomplete point clouds [2], [3],
which form the basis of a geometric model. These kind of
models are useful in a wide variety of applications such
as, urban planning, tourism marketing, indoor navigation,
robotic control, autonomous driving, building construction
planning, building operation, heritage preservation, archae-
ological investigations, forestry and agriculture, or infras-
tructure maintenance [4]–[8]. The creation of these mod-
els is often done by hand, because humans are excellent

at interpreting visualized 3D point clouds and identifying
semantic objects within them. Automated modeling by an
algorithm requires that each point carries semantic features
that can be used to form discrete semantic objects in a scene.
Extending the point cloud with semantic features is semantic
segmentation. The automated semantic segmentation is often
performed by Machine Learning (ML) and Deep Learning
(DL) approaches, which are a current research topics [4], [7],
[9], [10].

DL-methods for semantic segmentation of 2D images
achieve very high accuracies, but cannot be simply applied
to point clouds due to the above mentioned properties. Many
approaches exist where the point cloud is first transformed
into an order and structure [11], [12]. However, point-based
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methods such as PointNet [13] or RandLA-Net [14] omit this
step and can perform a semantic segmentation directly from
the original point cloud. In order to use these semantically
segmented point clouds to create a building information
model (BIM), the semantic point segments must meet certain
accuracy requirements that arise from the model specifica-
tions [15]. These accuracy requirements are defined in the
Level of Accuracy (LoA) [16], Level of Detail (LoD) [17]
or the Level of Development (LoDev) [18]. For a BIM of
the level LoA2 (15 mm to 500 mm) or LoDev 200 (design
planning) and higher, the point cloud segments often cannot
fulfill the geometric or semantic requirements, so that an
improvement of the semantic segmentation step is necessary.
Considering the complexity of the point cloud datasets, the
automatic semantic segmentation is a key processing step for
an efficient modeling.

Increased accuracy of these semantic segmentation meth-
ods is possible with training data [19] and Hyperparameters
(HPs) [20], in addition to the adaptation of the network
architecture. HPs are selected before training and commonly
prior knowledge is used for the selection. They control and
influence the training progress [20]. In this work the influence
of the HPs Unbalanced class distributions and different Class
combinations are investigated using the established network
architecture PointNet (Section IV). For this purpose, four
data- or algorithm-based methods for harmonizing class sizes
are applied and adapted. In addition, a hierarchical class
definition for frequent classes in a BIM is developed and
applied. Further central contributions of this work are:

• A review of HP determination methods, data augmen-
tation methods, and hierarchical semantic segmentation
methods (Section II).

• The creation of a new medium-sized dataset that is
suitable for BIM applications (Section III).

• The systematic evaluation of data augmentation meth-
ods and of hierarchical class combinations (Section V
and VI).

All findings are summarized in Section VII and an outlook
on further investigations is given.

II. STATE OF THE ART
A ML model is influenced by a large number of HPs. One
key challenge when working with complex ML methods is
to fully capture these HPs and to define the optimal values
for them, as investigated by [21]–[24]. In Fig. 1, the relevant
HPs for semantic segmentations are grouped into six clusters.
The top row represents general HPs that relate to network
architecture, regulation, optimization, and initialization [25].
In the bottom row (area with the blue background), Data
Hyperparameters (DHPs) are shown. The DHPs depend on
the data characteristics and not on the chosen model.

DHPs can be distinguished according to semantic, struc-
tural, geometrical and spectral characteristics of the dataset.
The semantic characteristics of point clouds are described by
[26]–[28]. In terms of structural characteristics, the definition
of point neighborhood [29], data augmentation [30], and

the unbalanced class distribution for training data in general
(e.g., images) [31] are topics that have already been inves-
tigated in other studies. Generally, geometrical and spectral
features of point clouds are often used as training data by
manual augmentation of point feature spaces [32]. These
hand drawn features are point normals, eigenvalues, density
values or mixed features [33]–[35]. So far, only few studies
on the unbalanced class distribution and hierarchic semantic
segmentation in point clouds are published. An overview of
them is presented in Sections II-B and II-C.

A. POINTNET
DL-models for semantic segmentations of point clouds
are usually distinguished by the input formats into which
the point cloud is transformed. A categorization is pre-
sented in [36]. In their work, a categorization is made
into discretization-based / structure-based (e.g., as voxel),
projection-based (e.g., 2D-image), and point-based (e.g., raw
points or graph) methods, which can further refined (Fig. 2).
While initially discretization-based [37]–[39] and projection-
based methods [40] were predominantly used, nowadays
most of the (non-real-time) models are point-based [41].
Point-based methods use the unordered points themselves to
perform semantic segmentation.

One of the most widely used point-based method is Point-
Net [13]. PointNet addresses the structural disadvantage of
the point cloud format when processing them with DL-
methods. This means that points do not have to be placed in
a fixed order prior to processing. They can be arranged free
in orientation and position in space.

The full functionality of PointNet is explained in the
first published article from the developers [13] and in many
reviews such as [43], [44]. In the following, the central
processing steps of PointNet are presented for a better under-
standing of our investigations. Furthermore, the limitations
of PointNet will be outlined.

1) Processing steps of PointNet
Processing with PointNet can be divided into three main
steps. In the first processing step, the features are trans-
formed into a uniform n-dimensional space using an affine
transformation (with the T-Net module of PointNet). The
transformation parameters are learned by the network. This
transformation ensures that all input blocks are nearly at
the same position and almost have the same orientation. An
example with a point cloud of a chair is given in Fig. 3. This
transformation is repeated after the first extraction of depth
features, so that the depth features are also aligned in the
complex feature space (e.g., 64 dimensions) [13].

The second processing step is the extraction of depth
features-based on the input features (e.g., 3D coordinates,
point normals or color values) or previous depth features.
This is done using different transformation layers or a multi-
layer-perceptron [13]. In most implementations of PointNet,
a 1D or a 2D convolutional layer is used. As shown in
Fig. 4a, the rows of the tensor are equal to the number of
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FIGURE 1. Influencing variables and parameters for the development of a DL-based semantic segmentation method. The parameters and influencing variables
shown are a selection and might be adapted for other applications.

FIGURE 2. Preparation of point clouds for semantic segmentation with DL, by
projection into image space, organization into a 3D structure, and usage of the
raw point cloud. (Figure taken from [42] and adapted.)

block points and only one column is occupied. The features
of the points are arranged in the depth layer of the tensor.
Each convolutional filter contains only one value (which is
fixed within the convolution), so the depth features are based
only on the previous features of a point (Fig. 4a). Depending
on the implementation, different numbers of convolutional
layers and filters are used.

The third processing step is the aggregation of the features
of the individual points into a global feature vector for the
respective input block. This is done using the max-pooling
function, in which only the largest value is kept for each fea-
ture (Fig. 4b). It results in a feature vector that can be used for
classification of the point cloud block. For segmentation, this
global feature vector is taken and appended to all individual
point feature vectors. There is now a combination of inter-
point and global features for each point, from which further
depth features are generated. The depth features are used to

FIGURE 3. The intention of the T-Net module is that a point cloud is always
aligned in a similar way by means of an affine transformation.

classify each point (e.g., with a softmax function) [13].

2) Limitations and advancements of PointNet
The central problem with PointNet is the selection of points
for a block. This for instance is the case, if the area to be
segmented semantically is very large, the point densities are
in-homogeneous or different frequent classes are included.
Regarding this challenge, different extensions, such as Point-
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FIGURE 4. Convolution (a) and max-pooling (b) functions for feature
enhancement and aggregation with PointNet.

Net++ [45] or a systematic neighborhood searches, such as
by [46] have been developed. However, these developments
also encounter limitations with extra-large and highly de-
tailed datasets.

B. UNBALANCED CLASS DISTRIBUTION
One major concern for the semantic segmentation task solved
with ML methods is, that different semantic classes in real-
world data consist of different numbers of individual data
objects [47]. For example, the background of an image is
described by the majority of individual pixels and therefore
it is learned more frequent by most ML algorithms. Often the
algorithm learns only the background, because this way the
highest accuracy is achieved for the whole dataset [31].

Basically, this problem exists for all ML methods, such
as Support Vector Machine, k-Nearest-Neighbor (kNN), K-
Mean Clustering, Convolutional Neural Network (CNN) and
all kind of data types, such as data series, images, image
databases or point clouds [48]. Various methods are devel-
oped to solve the class imbalance problem for certain data
types. These methods can be clustered into four method
groups (Fig. 5).

FIGURE 5. The four method groups to address the problem of unbalanced
class distribution. Arranged according to similarities of methods.

The first method group, the data-based methods, encloses
all methods, which actively change the number of the individ-
ual data objects (e.g., points or images). The dataset is filtered
or augmented in such a way that the number of objects
between different classes becomes equal or more similar.

Methods that reduce the number of data objects are re-
ferred as under-sampling (US) methods. These methods ran-
domly [49] or systematically [50]–[52] select data objects
per class to establish equality and ensures that only original
(measured) data is used. The US methods have the central

disadvantage that parts of the knowledge are not used and
therefor learning is only performed on a subset of the infor-
mation. The use of only a subset could lead to changes in the
local neighborhood [31].

Unlike US, random [49] or systematic [48], [53]–[55]
over-sampling (OS) methods enlarge the dataset and augment
it with artificial or duplicated data. One popular method is the
Synthetic Minority Oversampling Technique (SMOTE) by
[56], where the neighborhood is considered to control the OS
method. The datasets become large without gaining any new
knowledge. In addition, typical data objects in the infrequent
classes are emphasized strongly, therefore the trained model
may not transfer well to new unknown datasets. Methods that
minimize the adverse influence of both approaches use the
original and OS datasets in different training phases [57] or
combine the OS and US methods, each based on the epoch
result [48].

The second group of methods are the algorithm-based
methods. They modify the learning algorithm and aim for
a stronger impact of classes with fewer data objects. That
can be either done by adapting the loss function [58]–[60],
modifying the network architecture [61]–[64] or weighting
the predictions [65], [66]. Learning can advantageously be
done directly with raw data. But, if the class differences are
very large, weighting can lead to a wrong relationship and a
minor class may becomes too dominant.

The third group of methods are named as hybrid methods.
They apply data- and algorithm-based methods together. The
data are combined in a first phase at the level of ordinal fea-
tures [47] or at the level of derived features to obtain highly
differentiable features in the training data. The features can
be created by grouping the initial features and deriving new
features [67]. Other approaches create embedded features
and adjust it in favor of the minor class [68] or taking into
account possible high and low classification probabilities
based on the feature distribution within the classes and its
boundaries [69]. Hybrid methods are applied to CNN such
that remaining differences due to the equalization of class
sizes or optimization of the data are made by adjusting a loss
function or using multiple loss functions.

The last method group is ensemble learning. These meth-
ods are applied to traditionally weak learning methods, such
as Decision Trees or K-mean clustering. In ensemble learn-
ing, different classifiers or the same classifier are trained
with different combinations of data or parameters. The results
of all classifiers are evaluated to a combined result using
hard or soft voting [70] (stacking and bagging). Boosting,
as in SMOTEBoost [71], can be used as an alternative. Here,
after each run, the classification parameters (e.g., selection of
training data) are adjusted so that more attention is payed to
hard-to-learn features.

C. HIERARCHICAL CLASS COMBINATION FOR
SEMANTIC SEGMENTATION
The term hierarchical semantic segmentation is used in two
definitions. The first definition is about the geometric size
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change of the segments. The segments can grow (segments
are merged) or shrink (segments are split) in the integrative
and hierarchical segmentation process. The names and num-
bers of the classes always remain the same. In this approach,
the semantics is added to the segments in a subsequent clas-
sification [72], [73]. Often, the point clouds are transformed
into graphs, which are gradually refined or generate local
features [74]–[76].

The second definition focuses on different classes at dif-
ferent stages of the segmentation. Here, the class definition
is hierarchical and the semantic information changes by each
level. This definition of hierarchical semantic segmentation
is less described in literature, because for a semantic seg-
mentation usually a fix set of semantic classes is defined
in advanced and the process is done in one step. Frequent
and infrequent classes are determined and segmented in the
same step. In contrast, if the set of semantic classes is com-
plex and/or oriented to a predefined hierarchical semantic
schema, such as the CityGML [77], the Industry Foundation
Classes (IFC) [18] or a non-institutional schema [78]–[80]
another strategy can be applied. This performs semantic
segmentation in several sub-steps. Semantic schemes usually
have multiple aspects, such as geometry and semantic, and
are organized into LoD [17]. The semantic LoD determines
which class is determined in which level. Thereby, for each
point only one class should be defined in one LoD. As
shown in [81], this approach can help to better distinguish
semantic classes with similar geometric features that appear
in different LoDs. In addition, a combination of features from
different LoD can help to increase the semantic accuracy for
a semantic segmentation [81].

III. DATASET
Our dataset consists of more than 76 million individual
points representing 27 rooms of the HafenCity University
Hamburg main building (Figs. 6, 7 and 8). A subset of the
point cloud was created for this work and contains the class
Erroneous Points (subset A). This subset was extended by an
existing dataset without the class Erroneous Points (subset
B). Subset B was originally created for the Level 5 Indoor
Navigation project [82] and was reorganized and improved
for our experiments. The dataset is organized by rooms,
which can be selected individually. The rooms are different
in terms of furnishings, usage and shapes. Seminar rooms,
lecture halls, offices, coffee kitchens, corridors and entrance
halls are present in the dataset.

All rooms were surveyed using terrestrial laser scanners
Z+F Imager 5010 or 5016. The survey was performed with
a resolution of 6 mm at a distance of 10 m and the quality
level "normal" [83]. Small and good observable rooms up to
about 75 m² were surveyed from a single viewpoint. Larger
or winding rooms were surveyed with multiple viewpoints
so that all furnishings and building parts were captured
completely. Small coverage gaps (e.g., on walls or on the
floor due to obscuring furniture) are present in the data and
accepted if the overall geometry of the semantic classes per

FIGURE 6. Point cloud dataset from the main building of HafenCity University
Hamburg (entrance level).

room can be derived from the point cloud (Fig. 9).

FIGURE 7. Point cloud dataset from the main building of HafenCity University
Hamburg (office level).

FIGURE 8. Point cloud dataset from the main building of HafenCity University
Hamburg (lecture hall level).

The registration of the individual point clouds were carried
out via discrete targets, which were measured automatically
and manually in the scanned point clouds. Using the co-
ordinates of a geodetic net measurement (via total station)
the scanned point clouds are transferred into a global and
uniform coordinate system (geo-referencing). The division
by rooms was done in a manual segmentation procedure.
For this purpose, the spaces are roughly selected in the
entire point cloud and a partial point cloud is copied. The
partial point clouds are processed so that only points of
the respective room are included. This procedure leads to a
more complete point cloud, because points of viewpoints in
neighboring rooms are considered.

The second segmentation step is based on the semantic
classes and was performed with CloudCompare [84] and
Autocad Recap [85]. To achieve a high quality of the man-
ually classified points, each point cloud was semantically
segmented at least three times by different annotators. The
annotators were previously trained in the task and received
feedback on intermediate results. The individual segmen-
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FIGURE 9. Gaps (white areas) in the point cloud caused by occlusions (e.g.,
furniture), and which are tolerated in the dataset.

tations of the same rooms were combined so that coarse
individual errors are removed.

IV. METHODOLOGY
The influence of certain DHPs, especially for point clouds
are still little systematically studied. The semantic classes
are usually defined according to the application, such as
processing areal LIDAR point clouds for industrial use [2] or
having a Scan2BIM application [4]. The semantic segmen-
tation of all defined classes is usually achieved in one step.
[86] observed that the class definition and the class content
have an influence on the semantic segmentation result. As
an alternative to the application-oriented class definition,
an algorithm-oriented class definition is also possible. This
insight leads to a process in which the DHPs are set in favor
to the algorithm by considering: The number of classes, the
number of points per class, the presence or absence of erro-
neous points and the geometric difference of the objects in
different classes. To investigate the DHP, an application and
experimentation environment (AEE) was developed in which
the common HPs and DHPs can be easily customized. The
AEE offers different options for the point cloud augmentation
using balancing (improvement) techniques.

FIGURE 10. Processing steps for semantic segmentation of point clouds. The
filled boxes are examined in detail.

The investigations follow the workflow shown in Fig.10.
The data recording is followed by the registration, the or-
ganization of the sub-scans, and the manual semantic seg-
mentation of the point clouds, so that these can be used as
training and evaluation data. These steps are followed by a
dataset optimization, which is the central focus of this work

(Sections IV-B and IV-C). Next, the data is prepared for the
processing step with the chosen automatic semantic segmen-
tation method (Section IV-A) and the algorithm is trained.
The efficiency of the training is evaluated with "unknown
data" of the same dataset (e.g., other rooms).

A. APPLICATION AND EXPERIMENTATION
ENVIRONMENT
Our work is based on the DL-architecture PointNet [13], for
which optimal HPs were determined based on comprehensive
preliminary investigations and literature research [41], [87].
PointNet is one of the established and foundational DL-
architectures which makes our investigation results compa-
rable with other studies. All parameters of the network archi-
tecture (except for the number of classes) remain as in the
implementation of [88]. The AEE is developed that PointNet
can be replaced by other point-based DL-architectures.

The main drawback of PointNet is that only a small
number of points and only local features are used to assign
a point to a class. Our approach to control the input of points
is simple and is based on a random and uniform splitting of
the point cloud into three equally sized sub-point clouds and
the determination of a Local Neighborhood Box (LNB). The
origin of coordinates of the entire point cloud is defined by
the smallest values for the x- and y-coordinates. This origin
of coordinates is used for the first sub-point cloud. For the
following sub-point clouds, it is shifted in the x-y-plane by
a fraction of the LNB edge length and additionally rotated
by a fix angle (Fig. 11). For each of the shifted and rotated
sub point clouds, the LNB are determined using the structure
algorithms of pyntcloud library.

The local neighborhood is defined by a 1 x 1 m LNB whose
height is the maximum possible room height of the dataset.
By shifting and rotating, six different local neighborhoods
are created for each original LNB. The rotated point cloud
is an extension of the original point cloud. From each LNB
a certain number of n randomly selected points is taken as
network-input until all points have been fed into the network.
If there are not n points left, the input is filled by random
copied points from the LNB. In addition to the global nor-
malized room coordinates (xglo, yglo, and zglo) and the point
normals (xn, yn, zn), the local normalized coordinates of the
LNBs (xloc, yloc, zloc) are calculated. These nine geometric
features are used as input features for all experiments.

B. METHODS FOR HARMONIZING THE UNBALANCED
CLASS DISTRIBUTION
The semantic classes of point clouds from real objects differ
by the number of points. Objects, such as walls and floors,
take up more area (as well as points), compared to objects,
such as doors and erroneous points. This is due to the fact
that most surveying systems regularly scan surfaces with a
fixed angular increment related to the sensor, which changes
with distance. In addition, the measuring systems capture
areas and not edges. Two backwards arise from the capture
conditions for the training of semantic segmentation meth-
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FIGURE 11. Describing the neighborhood for PointNet inputs using overlapping LNBs.

ods. First, a lot of information is collected which provides
no or little new information for the separation of semantic
objects. Second, there is often a lack of information about
geometrically complex and variable objects, as well as of the
class edge areas.

ML-based semantic segmentation methods learn a rela-
tionship between input features and semantic class over large
amounts of data and try to determine an optimal separation
over the majority of point features. If one class is dominant
in the number of points, it can be observed that the best
results are obtained by assigning almost all or all points to
this class. In processing of medical images, this problem
is well known by the fact that only a few pixels show the
anomaly and most pixels show normal organs [89]. For our
point clouds, the problem is transferable, because most points
belong to frequent classes, such as wall, floor or ceiling.
The underlying idea to solve this topic is to focus on the
information that is important for the separation of the classes
and to increase its importance. These is usually done by aug-
menting the points of the infrequent classes. The emphasis
on the infrequent class(es) is investigated in the experimental
studies of Section V-D by means of four techniques. These
techniques are the SMOTE [56], the stack augmentation (SA)
and two adaptions of the loss function.

1) SMOTE

In the applied implementation of SMOTE, the amount of all
classes are expanded to the number of points of the largest
class. Thereby, all classes consisted of the same number
of points and are given homogeneously distributed into the
model. Other variants of the SMOTE implementation, e.g.
up to 50% of the size class or a combination with a US
method could be examined alternatively. By using SMOTE,
the expansion is controlled by the local neighborhood, so the
later learning focus is placed on the areas of the point cloud
that describe infrequent and usually more complex object
classes. SMOTE uses the kNN algorithm to determine the
k nearest neighbors of each point. The number of neighbors

k is the factor by which the point cloud is augmented. If
k = 1, then the point cloud is doubled. If the point
cloud should be augmented to a certain number, then the
multiplication number is k + 1. The unnecessary points have
to be (randomly) deleted afterwords. For the calculation of
the coordinates of the augmented points, the vector between
the starting point and the nearest point is determined. The
vector between this points is multiplied with a random value
from 0 to 1 and added to the starting point. The coordinates
of a new point are located in between both original points
(Fig. 12). With SMOTE the density of the point cloud is
artificially increased in the areas of the minority classes [56].

FIGURE 12. Calculations for data augmentation with the SMOTE method by
[56]. In this example the point cloud is multiplied by k = 5 times.

2) Stack augmentation
SA is also a data-based augmentation method. However, the
data is not augmented in a process ahead of DL-method and
not to a fix amount of points. Instead the dataset is expanded
during the creation of the training dataset. The advantage of
the SA is a smaller increase of data, thus the augmentation
is mainly applied to points of infrequent classes. The basic
idea of the approach has been developed by [55]. They split
the point cloud into chunks as network-input (similar to a
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voxel). Within a chunk the number of points was reduced to
a fixed amount of 4096 points. The content of the chunks is
analyzed in regard to the number of points per class. Chunks
with many points of infrequent classes are augmented more
frequently than chunks with many points of frequent classes.
The frequency of each chunk is determined by a nonlinear
function. Using this data augmentation strategy, [55] are able
to achieve an increase of about 10% for recall and precision
for the outdoor laser scanner dataset Semantic3D [37].

FIGURE 13. Process of stack augmentation for an optimization of the class
distribution.

We adapt the method of [55] for our data processing and
simplify the calculation for the augmentation factor. The
augmentation and the analysis was performed on the basis of
a stack with 1024 points, which is the input for the PointNet.
Stacks are similar to chunks, however they do not have a fixed
spatial dimension, since a stack consists of randomly selected
points of an LNB (Fig. 13). The augmentation degree is
determined by calculating the target proportion for each class
(if all classes would be equal) and comparing it with the
actual distribution. If the actual proportion of a class is
smaller than the target proportion, then stacks in which this
class is dominant are copied into an augmentation dataset
(Fig. 13, step 1). The augmented dataset is duplicated after all
stacks have been analyzed. The number of augmentations (n)
is determined by the fact that the smallest class must have its
target proportion (Fig. 13, step 2). For instance, the points of
a point cloud should be classified into three semantic classes,
so the target proportion is 33.3% to which the smallest class
is augmented.

With this augmentation method, the focus should be di-
rected to the infrequent objects in the point cloud but without
losing information of large objects. Especially points in the
edge zones, where small and large semantic objects meet,
should be used more in the training. Stacks that contain a
majority of infrequent classes should be augmented. This
can be a stack, that consists only of points of the infrequent
classes (Fig. 14b), but also stacks which contain few points
of the frequent classes (Fig. 14a). Stacks with a majority of
frequent classes are not augmented (Fig. 14c).

FIGURE 14. Geometric visualization of the stacks for input to a network. The
black box represents the boundaries of a stack. (a) Majority of points is from
the infrequent class. (b) Only points from the infrequent class are present. (c)
Majority of points are from the frequent class. This stack will not be used for
augmentation.

3) Weighted loss function
The third and forth methods for minimizing the unbalance
class distribution are algorithm-based and addresses the loss
function that is used to calculate the classification error after
each training pass. The loss function type used in this work
is the Categorical-Cross-Entropy (CCE) loss function which
is extended by two weighting options. The concept of loss
calculation is shown in Fig. 15 and can be briefly described
as follows.

FIGURE 15. Process of feature extraction, classification and loss calculation
at PointNet. Prediction class score (s) and ground truth label target (t) vector
as one-hot encrypted matrix.

The raw training data given to the network is unbalanced,
and the depth features are computed based on the original
data. Applying a classification function (e.g., softmax), a one-
hot-encode class vector for each point is determined based
on the features. The class vector consists of the same number
of elements as possible target classes (C) exists. In the case
of the softmax function, the vector is normalized such that
the vector sum is always one and the values of the vector
express the probability for each class. In the predictions of
the DL-method, commonly the maximum value of each point
vector is determined and the one-hot encryption is decrypted.
Also, the class vector is used to determine the loss during
the training. For PointNet the CCE function from (1) is
commonly used.

8 VOLUME 11, 2023

XCI



E. Barnefske, H. Sternberg et al.: Evaluation of Class Distribution and Class Combinations on Semantic Segmentation ...

CCE = −
C∑

c=1

tc ∗ ln(sc) (1)

The CCE function is used to calculate the loss of a
classification by summation of all multiplications between
the logarithmized elements of the class vector (sc) and the
corresponding elements of the target vector (tc) from ground
truth (GT) label. Thereby, mean loss of each input stack
and for the entire point cloud is determined. The mean loss
does not distinguish whether the classes of the points are
difficult or easy to learn or if the points are frequent or
infrequent. Classes that occur infrequently and have a high
loss are included in the mean value to a less extent than
classes that occur frequently. The algorithm learns frequently
occurring classes better. To minimize this disadvantage of the
infrequent classes, the CCE can be improved by a weight
vector (w), as described in (2).

WCCE = −
C∑

c=1

tc ∗ wc ∗ ln(sc) (2)

The target vector (tc) is multiplied with the weight vector
(wc), allowing the loss of the infrequent classes being empha-
sized in the mean loss. This loss function is called weighted
CCE (WCCE) loss function and is shown in (2).

wc = 1− Pc

P
(3)

The calculation of these weights is usually done by the
class distribution [90]. The weights in our experiments are
calculated and tested using two independent experiments. In
the first experiment, the proportion of a class is determined
by calculating the ratio of the amount of points of one class
(Pc) and calculating the amount of all points (P ). The ratio of
Pc and P boost the frequent classes, so it must be subtracted
from 1 to emphasize the infrequent classes (3). This method
reduces the loss, which can lead to a too early termination of
the training phase. To minimize this reduction of the loss, the
weights can be calculated according to (4).

wc =
1

C
− Pc

P
+ 1 (4)

The minor or superior proportion of each class is cal-
culated by (4). Minor or superior proportion result from
the difference to a class distribution having classes of the
identical size. This leads to the fact that frequent classes
get weak weights and infrequent classes get strong weights
without changing the total amount of the loss.

The two WCCE functions are developed on the basis of
[91] code and have been integrated as an option into the
AEE. A major advantage of this method is that the weight-
ing is only effective during training and (theoretically) the
algorithm does not have to be trained again on the original
data. The feature extraction and the classification itself are
only indirectly influenced by learnable weights.

C. HIERARCHICAL SEMANTIC CLASS COMBINATION
The class definition specifies the semantic classes in which
a point should be subdivided. The size of the individual
semantic classes is indirectly given by this class definition.
In applications where weak ML methods, such as Random
Forrest, are used, hierarchical class definitions are used to
increase the efficiency [92], [93]. A hierarchical class defi-
nition consists of several levels. General classes are defined
in the top layer, which are subdivided further and further
until the target classes for an application are reached. For
instance in the top layer, building parts and interior can
be distinguished, which can be further distinguished into
classes, such as Wall, Floor, Ceiling or Window. Using a
hierarchical class definition can be beneficial for the semantic
segmentation because fewer distinctions in one step need to
be made and the imbalance of the classes are minimized by a
optimal definition. The study of [81] on PointNet++ shows
that combining feature vectors from different hierarchical
layers of the class definition results in a better discrimination
for some classes. In their research unmanned aerial vehicle
LIDAR data is analyzed and [81] state that many different
semantic classes are geometrically similar. If these geometric
classes are already separated by previous levels, confusion
between these classes is eliminated.

Based on the work of [81] and our theoretical considera-
tions, we developed a class definition for indoor applications,
which is summarized in Fig. 16. The full hierarchical class
definition is shown in Tables 13 and 14 in the appendix.
By developing this, trade-offs were made between semantic
reasonableness, the different geometric shapes of objects
in a class, and class sizes. The goal is to form classes
that are usable for a possible semantic application, that are
geometrically different, and are as similar in distribution as
possible. In particular, the equal class distribution is often
in contradiction to other goals. These goals can possibly
be achieved by combining the infrequent and geometrically
similar classes Door and Windows into Opening.

FIGURE 16. Semantic model for the examinations. A distinction is made
between the main classes of Building parts, Interior and Erroneous Points.
Sub-classes are considered separately starting from level 2. Each level can
and cannot include erroneous points.

In addition to the classes for real objects, the class Erro-
neous Points is formed as an extra semantic class for a subset
of the dataset. This semantic class includes the points that are
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caused by the measurement system, the measurement setup
or unfavorable object properties (e.g., highly reflective). The
works from [26] and [94] state that this class can have a
measurable influence on the semantic segmentation results.
Usually the class Erroneous points is determined with a
correctness and precision of less than 20%. Even if the
erroneous points are difficult to determine, such a semantic
class can theoretically contribute to an improvement of the
other classes [42]. In the following experiments, semantic
segmentation is performed with and without this class. It
should be noted that in the case of semantic segmentation
without the class Erroneous Points, these points were re-
moved from the point cloud using parameter-based filters and
manually segmentation.

The semantic class definition is structured in such a way
that only a subset of the points is segmented semantically
in the lower levels. Thus, it is assumed that the previous
level already has sufficient segmentation accuracy. In our
experiments, the manually created semantic point clouds
are used, so that a consideration of the maximum possible
segmentation is performed. For the investigations, different
splits resp. semantic generalization degrees are used in the
3rd and 4th level and all investigations were carried out for all
augmentation methods of Section IV-B. The classes are split
into seven combinations, the classes for each combination are
shown in Table 1.

TABLE 1. Used class combinations including sub-classes.

Combination Classes
1 Erroneous Points, Objects
2-1 Erroneous Points, Building parts, Interior
2-2 Building parts, Interior
3-1 Erroneous Points, Floor, Ceiling, Window, Door, Wall
3-2 Floor, Ceiling, Window, Door, Wall
3-3 Floor, Ceiling, Opening, Wall
3-4 Erroneous Points, Floor, Ceiling, Opening, Wall

V. EXPERIMENT SETUP
In this work, the AEE is used for analyzing the influence
of the DHPs. The four data and algorithm-based augmen-
tation methods for minimizing the influence of class size
differences, as described in Section IV, are investigated in
detail. In addition, the influence of a step-wise semantic class
definitions is determined.

A. RESEARCH FIELD AND QUESTIONS
The semantic segmentation of point clouds makes point
clouds interpretable for machines. It is one of the key steps
for the automated high-accurate digitization of the real world,
as performed by surveyors. From a surveyor’s perspective,
the data, the data quality and the DHPs are of high interest for
the evaluation of different point clouds in terms of reliability,
efficiency and accuracy. For the development of an automatic
processing method, it is necessary to estimate the influence of
the individual DHPs. The DHPs, class combination and class
distribution are examined in detail in the following, in order

to determine these influencing variables for the following
developments or to neglect them, if they do not show a
significant influence. Our investigations clarify which im-
provement for the semantic and geometrical accuracy can be
achieved with a data or algorithm-based data augmentation
method. Furthermore, we investigate if classes can be learned
better by a step-wise segmentation of the point cloud.

B. HARDWARE, SOFTWARE AND HYPERPARAMETER
Training for all experiments was performed on a single
workstation. The parameters of the hardware used for the
computations are summarized in Table 2. The AEE was
developed entirely in Python and uses Tensorflow and Keras
as DL-frameworks (Table 3). Programming was preformed
for a single GPU. An adaptation for a multi-GPU system is
given.

TABLE 2. Hardware used for our AEE development and in the experiments.

CPU GPU GPU RAM RAM
AMD Ryzen Threadripper GeForce 11 GB 64 GB

2970WX RTX 2080 Ti

TABLE 3. Software and software versions used for our AEE development and
in the experiments.

DL-Framework Program Language GPU Accelerator
Tensorflow Python CUDA

2.3.0 3.8 10.1

All experiments on one class combination with the differ-
ent data augmentation methods are performed as one block of
experiments. In order to compare the methods, the semantic
segmentation with the original point clouds are performed
for each level. The duration of the training varied from 49 to
287 minutes due to the size of the given subset and the data
expansion methods. As an example, run times for all basic
types of class sets are shown in Fig. 15. Longest run times
were observed for the SMOTE and the SA method, since the
number of points increases for both methods. A reduction of
the run time was observed for the WCCEa method for the
predominant cases, which can be explained by the general
reduction of the loss (Fig. 17).

The initial set of common HPs were determined based
on the work of [1], [2], [8], [13] and optimized empirically.
The optimized HPs are summarized in Table 4. To reduce the
learning time, early-stopping was introduced. The training
is stopped after 25 epochs in which the metric eval-loss
does not decrease by more than 0.01. To optimize loss,
the common Adam optimizer [95] is used with a learning
rate that is reduced while training progresses. This should
help to increase the learning efficiency. Batch size, number
of epochs, points per stack and stack size were selected
identically for all experiments.

C. EVALUATION PARAMETER
The evaluation of the semantic segmentation is carried out
with the three evaluation parameters recall (RP), precision
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FIGURE 17. Selection of training run times for the class combinations and the
different data augmentation methods.

TABLE 4. Selected HPs for all experiments.

Stack size Batch size Epochs Early stopping
1024 points 16 1000 after 20 Epochs

No. of features Lear. rate Stack dim. Indep. trainings
9 0.001 to 0.00025 1 x 1 x 6 m 9

(PP) and standard deviation of the false positive (SDFP)
points. The parameters True Positive (TP), False Negative
(FN) and False Positive (FP) points are determined by com-
parison with the GT labels. The parameter nC in (7) (geo-
metric accuracy) stands for number of points for the current
class. xi is a predicted point for this class and xGT is the
closest point to xi from the set of GT points for this class
(reference point cloud). The main evaluation parameters are
determined using (5) to (7). These scores were determined at
the room level and were averaged for the analysis.

RP =
TP

TP + FN
(5)

PP =
TP

TP + FP
(6)

SDFP =

√√√√ 1

nC

nC∑
i=1

(xi − xGT )2 (7)

The SDFP points describes how precise the geometry
of an object class is and can be seen as a supplementary
parameter to the semantic PP. If SDFP points is greater than
an application-related threshold (e.g., 100 mm), then gross
segmentation errors are present. In most cases the segments
of this object class cannot be used for the target application.
The geometry of the segments is strongly changed (enlarged).
If SDFP is smaller than the threshold, this parameter can
be used to examine whether the segments are suitable for a
particular LoD representation. This evaluation parameter can
vary between different classes in a dataset.

Class equality (CE) for class combinations is introduced as
an additional parameter and is determined using (8). Values
close to 1 indicate an unequal class size and values close
to 0 indicate an equal class size. The parameter CTc is the

proportion in case of an equal distribution of points per class
and the parameter CAc is the actual proportion of points per
class.

CE =

Pc∑
c=1

∥(CTc − CAc)∥ (8)

A detailed class definition is available for each class com-
bination. Further parameters concerning the point cloud qual-
ity were not considered for the analysis of these experiments.
The manual semantic segmentation is reviewed for major
errors.

D. PROCEDURE OF THE EXPERIMENTS
The experiment can be divided into two phases as shown in
Fig. 18. In phase 1 of the experiment, 35 different exper-
iments consisting of data augmentation methods and class
combinations are studied. All experiments were initialized
with random learnable parameters (weights). The weights of
the network are randomly but they were used identically for
all experiments, so only the influence of the training process
is shown by different segmentation performances.

FIGURE 18. Evaluation and Transfer Learning strategy.

An analysis of the results is performed according to the
scoring scheme of Fig. 19. The best weight set is used for a
detailed investigation and the Transfer Learning (TL) in the
second phase. In the TL phase, on the basis of the best weight
set, nine new trainings are executed per combination without
using a data augmentation method. The data augmentation
methods SMOTE and SA change the point clouds and new
unwanted patterns may appear. These patterns can adversely
affect the generalization, so they should be avoided if possi-
ble. The aim of phase 2 is to describe the influence of TL.

The evaluation scheme defines that at least half of the
points in each class are correctly identified and that there
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FIGURE 19. Selection scheme for Transfer Learning and semantic segmentation evaluation.

are not more false points than true points in the class ("Re-
quirement fulfilled"). This requirement seems logical from a
human perspective, assuming that something is learned, if it
is done more frequently correct than incorrect. However, in
semantic segmentation with DL, this requirement is rarely
met, and for a large number of tasks it does not have to
be met. In order to evaluate which weight set provides the
best performance, two additional levels have to be defined.
The levels: "Requirements meet with restriction" and "Re-
quirements not fulfilled". The requirements are meet with
restrictions, if either RP or PP is less than 50% for one
class. The requirements are not fulfilled, if both RP and PP
is less than 50% for one class. In these cases, the best weight
set is the one with the highest detectability and PP of the
weakest classes. This evaluation scheme is primarily used to
determine the best weight set for the subsequent comparison
of the combinations.

VI. RESULTS AND DISCUSSION
Training results are stored as weight sets and can be loaded
for evaluation with the full dataset. The evaluation of the
weight sets from phase 1 and 2 is performed with the full test
dataset or subset B, as described in Section III. From nine
weight sets per combination, the weight set that preforms
best to the evaluation scheme of Fig. 19 is selected and is
analyzed in more detail below. In addition to the four data
augmentation methods (Section IV-B), a not adapted version
of the network architecture (Base method) is trained for each
class combination.

The influence of the investigated HPs is expressed by
the evaluation metrics RP, PP and SDFP points for each
class (Section V-C) and in the form of a class average.
These evaluation metrics allow a detailed evaluation for the
creation of a BIM, based on a semantically segmented point
cloud. The RP shows how complete a class is detected and
the PP shows how many points of other classes are erro-
neously assigned to the considered class. For the creation of
a structural model (walls, ceilings and floors), it is important
that the segments of the relevant classes are as semantically
precise as possible (high PP) and the predicted segments are
geometrically identical to the GT segments (low SDFP of
points). A complete assignment of all points can often be
considered as less meaningful for this application. However,
a high RP for the class Erroneous Points is very important,
since all erroneous points should be removed from the data.

A. CLASS COMBINATION 1

The first examined class combination (combination 1) con-
sists of the two classes Erroneous Points and Objects. Ac-
cording to the test procedure (Fig. 18), three (intermediate)
results are available for each class combination and each
augmentation method. For the SMOTE method of combina-
tion 1 (shown in Fig. 20a - d), the following evaluations are
based on the best-retrained (Fig. 20c) and the TL (Fig. 20d)
semantic-segmented point clouds. The Base method and the
SA method do not meet the requirements. All other methods
meet the requirements with restrictions from the evaluation
scheme. The CE rate is high for all methods, with 0.96,
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except of SMOTE. The present class combination is unfa-
vorable for DL-based semantic segmentation.

TABLE 5. Semantic accuracy of the class combination 1 (subset A). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.96 0.00 0.96 0.96 0.96
Precision
Err. Points 47% ↓ 23% 43% ↓ 25% 39%
Objects 96% 98% 96% 99% 97%
Class average 71% ↓ 61% ↑ 96% 62% 68%
Recall
Err. Points 44% ↑ 75% 42% ↑ 84% ↑ 59%
Objects 96% ↓ 82% 96% ↓ 82% 93%
Class average 70% 78% 69% ↑ 83% 76%

In Table 5 it can be seen, that the methods SMOTE, WC-
CEa and WCCEb increase the recognizability of the small
class. The erroneous points are better recognized, which
leads to a more precise class Object in this binary-class case.
Less precise is the class Erroneous Points for these methods
and more points of the class Object are recognized as erro-
neous points. For the class Erroneous Points the PP decreases
by 23% (Table 5). The SDFP points improve for the methods
SMOTE and WCCEa by approximately 10 mm (Fig. 21). The
SDFP points for the class Object is smaller than 100 mm, so
that erroneous points change the object geometry at most by
this amount. A model of captured structure can be created
with this uncertainty. Such a model can be used for indoor
pedestrian navigation or creating a rough spatial map [96].

Applying TL in phase 2, the semantic and geometric
accuracy of all methods are equal to the Base method. The
TL does not provide any advantage in this case. The methods
SMOTE, WCCEa and WCCEb without TL improve the
separation of the classes. This can be seen for SMOTE by
comparing Fig. 20a with Figs. 20c and 20d.

B. CLASS COMBINATIONS 2-1 AND 2-2
The second class combination consists of the classes Inte-
rior and Building Parts, with (combination 2-1) and without
(combination 2-2) the class Erroneous Points.

For combination 2-1 (Table 6), the Base method and the
SA method do not meet the requirements. All other methods
meet the requirements with restrictions. These findings are
similar to combination 1. The CE rate for the Base, WCCEa
and WCCEb methods is high with 0.76. The SMOTE method
has the optimal class distribution and the SA method im-
proves the rate to an moderate score of 0.54. The proportion
of the smallest class (Erroneous Points) remains at 4% as in
combination 1.

The larger classes Interior and Building Parts show a PP
value higher than 80% and RP of higher than 65% (Tabel 6).
The RP for these classes is decreased by the augmentation
methods in favor of an increase of the erroneous points by up
to 31% (e.g., for SMOTE). The RP for erroneous points of
the method SA increases by 6% in comparison to the Base
method at the lowest. However, the SA method is the only

TABLE 6. Semantic accuracy of the class combination 2-1 (subset A). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.76 0.00 0.54 0.76 0.76
Precision
Interior 84% 89% 89% 88% 80%
Err. Points 44% ↓ 29% 46% 40% ↓ 34%
Build. Parts 94% 93% 93% 93% 95%
Class average 74% 70% 76% 73% 70%
Recall
Interior 85% ↓ 65% 81% 78% 84%
Err. Points 42% ↑ 73% 48% 51% 50%
Build. Parts 94% 90% 97% 95% 88%
Class average 73% 76% 75% 75% 74%

method with a PP higher than the Base method for all object
classes and the average SDFP points is lower with 202 mm
(Fig. 22). Therefore, this method achieves the highest accu-
racy (Table 6 and Fig. 22). The PP of the erroneous points
for all other augmentation methods decrease by a maximum
of 15% (e.g., for SMOTE) compared to the Base method. In
comparison, the object classes have a high PP of more than
80%.

The geometric accuracy varies with a SDFP points from
129 mm to 410 mm. These SDFP points are very high and
indicate major errors in the segmentation as shown in Fig. 23.
Interior objects located within a range of about 200 mm
from the wall cannot be reliably recognized. In the further
course of the investigation, it is shown that the ceiling and
floor are better separable from the furniture. A separation
of wall and interior is only possible with this very high
inaccuracy. The lowest SDFP points for the building parts can
be obtained with the WCCEb method. For an overview model
of a building, the point cloud of the class building parts can be
used. This point cloud can also be used as the basis for a fast
manual or parametric algorithm-based further processing.

The TL of the augmentation methods with the Base
method leads overall to a small improvement of the semantic
accuracy for the object class, but disfavors the class Erro-
neous Points by a decrease in RP.

The investigated methods lead to an improvement in the
detectability of the class Erroneous Points. The recognition
and PP of the object classes are not improved by the augmen-
tation methods. The semantic PP of these classes are high as
shown in Table 6. The geometric accuracy is low by LoA1
(according to the schema of [16]) and as shown in Fig. 22.

For combination 2-2 (subset B), all augmentation meth-
ods meet the requirements with restrictions. The CE rate for
the Base, WCCEa and WCCEb methods is moderate with
0.46. The SMOTE and the SA method have an optimal class
distribution (Table 7). No erroneous points are included in
this dataset.

RP and PP of the Base method and the augmentation
methods are at the same accuracy level. For the class Building
Parts, the RP of the methods SMOTE, SA and WCCEa is
reduced by up to 3% in comparison to the Base method.
The recognizability of the class Interior is increased by up
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FIGURE 20. Sample point cloud of combination 1 with applied SMOTE method. (a) GT Point cloud. (b) Semantically segmented point cloud with random training.
(c) Segmented point cloud by retrained best random version. (d) Semantically segmented point cloud with applied TL.

FIGURE 21. Geometric accuracy of the class combination 1 (subset A). The
geometric accuracy is expressed by the SDFP points.

to 11% for these methods. In this context, the SA method
is the only augmentation method with an improvement in
both parameters, RP and PP (Table 7). The PP of the class
Building Parts is very high with as values of 96% and 97% for
all methods. However, the PP of the Interior is very low with a
value of approximately 30% for all methods (Table 7). Points
of the class Building Parts are sorted to a greater extent into
the class Interior. This can also be seen in the SDFP points
for the Interior, which are larger than 2000 mm (Fig. 24).

Subset B contains more different spaces with larger di-
mensions, so that larger SDFP points are also possible, as
shown in Fig. 24. Furthermore, it can be observed that the
SDFP points does not increase with larger rooms in subset B.
Compared to subset A with erroneous points, this parameter
even decreases.

FIGURE 22. Geometric accuracy of the class combination 2-1 (subset A). The
geometric accuracy is expressed by the SDFP points.

TABLE 7. Semantic accuracy of the class combination 2-2 (subset B). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.46 0.00 0.00 0.46 0.46
Precision
Interior 33% 33% 36% 32% 35%
Build. Parts 96% 96% 96% 97% 96%
Class average 65% 65% 66% 65% 66%
Recall
Interior 63% 68% 66% ↑ 74% 60%
Build. Parts 91% 89% 89% 87% 93%
Class average 77% 78% 78% 81% 76%

The data augmentation methods do not lead to any in-
crease in semantic and geometric accuracy for this class
combination. It can be observed that the PP of the infre-
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FIGURE 23. Example of major semantic segmentation errors in class
combination 2-1. The parts of the wall (class Building Parts) become a
segment of the class Interior.

FIGURE 24. Geometric accuracy of the class combination 2-2 (subset B). The
geometric accuracy is expressed by the SDFP points.

quent classes is not increased. The applied methods only
increase the recognizability of the infrequent classes, but the
discrimination is not increased. The reason for this is a lack
of generalizability of the Base method for the used dataset.
Rooms in the dataset differ strongly in terms of completeness,
object surfaces, object geometries and sizes. An examination
of the individual rooms shows that rooms with a 20 m x 20 m
floor space, in which the scanner is positioned in the center,
are best semantically segmented. In these rooms, there are
usually only tables and chairs. Here, the RP and PP are higher
than 88% for all methods. In rooms with rare objects, such
as shelves, the semantic accuracy is usually less than 50%.
The conditions in the different rooms influence segmentation
quality strong.

The combination 2-1 and 2-2 can not be compared, be-
cause they consist of different rooms. For a comparison the
subset A without erroneous points is therefore used. The
results for this subset are shown in Table 8. The comparison
of these data with (Table 6) and without (Table 8) the class
Erroneous Points shows that the absence of this class leads to
an increase of up to 23% in the semantic accuracy of the ob-
ject classes. An improvement through the data augmentation
methods cannot be identified in the presented investigation.

TABLE 8. Semantic accuracy of the class combination 2-2 (subset A).

Base SMOTE SA WCCEa WCCEb
Precision
Interior 93% 93% 92% 92% 92%

Build. Parts 95% 94% 94% 95% 95%
Class average 94% 94% 93% 93% 94%

Recall
Interior 90% 88% 88% 90% 90%

Build. Parts 96% 97% 96% 96% 96%
Class average 93% 92% 92% 93% 93%

C. CLASS COMBINATIONS 3-1, 3-2, 3-3 AND 3-4
The class Building Parts is further subdivided to distinguish
individual building parts (application level). The choice of
classes is based on those frequently used in as-built models or
in BIM applications [97], such as defined in the IFC standard
[98]. The subdivision is carried out for two levels in order
to examine if combining the infrequent classes door and
window leads to a better semantic segmentation.

In the combination 3-1 all building parts (floor, ceiling,
window, door and wall), as well as the erroneous points
are included. Combination 3-2 is identical to combination
3-1 without the class Erroneous Points. In combination 3-
4 the infrequent classes Window and Door are combined
as Opening (level 3), all other classes remain unchanged
as in combination 3-1. The combination 3-3 is identical to
combination 3-4 without the class Erroneous Points. All class
combinations are shown in Table 1.

For combination 3-1, non of the methods meet the re-
quirements (Table 9). The CE rate for the Base, WCCEa
and WCCEb methods reaches a high value of 0.84. The
SMOTE method shows the optimal class distribution and the
SA method improves the rate to a moderate score of 0.52.

TABLE 9. Semantic accuracy of the class combination 3-1 (subset A). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.84 0.00 0.52 0.84 0.84
Precision
Floor 99% ↓ 70% 99% 98% 99%
Ceiling 98% ↓ 44% 99% 99% 99%
Err. Points 75% ↓ 21% 75% 68% ↓ 63%
Window 39% ↓ 5% 42% 39% ↓ 29%
Door 53% ↓ 11% 58% 54% 52%
Wall 90% 83% 90% 88% 94%
Class average 76% ↓ 39% 77% 74% 73%
Recall
Floor 99% ↓ 10% 99% 99% 99%
Ceiling 99% 90% 99% 98% 99%
Err. Points 72% ↓ 60% 76% 73% 72%
Window 68% ↓ 3% 58% 62% 77%
Door 26% ↓ 3% 20% 30% 24%
Wall 79% ↓ 24% 85% 77% ↓ 61%
Class average 77% ↓ 32% 73% 73% 72%

The SMOTE method is not suitable for class combina-
tion 3-1, because the semantic accuracy is reduced compared
to the Base method. The average RP is 32% and the average
PP is 39%. The Base method and all other methods have a RP
of more than 58% for the frequent classes. For the infrequent
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class Door (< 1% of the dataset) the RP varies between 20%
to 30%. This class cannot be learned by the methods as shown
in Table 10.

The PP of the classes Floor and Ceiling is 99% for the
data augmentation methods. In contrast, the PP of the class
Window is very low (< 45%) for all methods, because many
points, especially of the class Wall and Door are assigned due
to the large geometrical similarity of this class (Table 9). This
low semantic accuracy correlates with a low geometric accu-
racy for this class. The SDFP points is larger than 6000 mm,
so that this semantic class occupies nearly the whole room.

Since the classes Window and Door are not learned by the
methods, they are combined in an intermediate step to the
class Opening. The idea behind the summary is, that this class
could be subdivided in the case of a good semantic segmenta-
tion in a following step, without negatively affecting the class
Wall.

TABLE 10. Semantic accuracy of the class combination 3-4 (subset A). The
geometric accuracy is expressed by the SDFP points.The symbols ↑ and ↓
indicate a change of more and less than 10%, resp., compared to the base
method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.72 0.00 0.26 0.72 0.72
Precision
Floor 99% 99% 99% 98% 99%
Ceiling 98% 99% 99% 98% 97%
Err. Points 62% 71% ↓ 42% 67% ↑77%
Wall 88% 90% 91% 90% 89%
Opening 35% ↑ 51% 44% 30% 36%
Class average 76% 82% 75% 77% 80%
Recall
Floor 95% 99% 99% 97% 99%
Ceiling 98% 96% 98% 95% 99%
Err. Points 71% 77% ↓ 60% 66% 71%
Wall 77% ↑ 90% ↑ 88% 73% 76%
Opening 54% 51% ↓ 41% ↑ 64% 63%
Class average 79% 83% 77% 79% 82%

For combination 3-4 the Base, WCCEa and WCCEb
methods meet the requirements with restrictions. The method
SA does not meet the requirements and the SOMTE class
meets the requirements. The CE rate for the Base, WCCEa
and WCCEb methods is high with a value of 0.72. The
SMOTE method shows the optimal class distribution and the
SA method improves the CE rate to a sufficient score of 0.26.
Due to the rough description of the distribution for these
combination, it can be seen that an increase of the semantic
accuracy is achieved (Table 10). The recognizability of the
class Opening is low compared to the other classes. The PP
of this class is for almost any method below 50%, and the
SDFP points is higher than 3600 mm. Nevertheless, a good
semantic segmentation can be performed with the SMOTE
method. But it does not work for the combination 3-1.

For combinations 3-1 and 3-4, the TL phase leads to results
comparable to the Base method.

For combination 3-2, no method meet the requirements.
The CE rate for the Base, WCCEa and WCCEb methods
is with 0.72 high. The SMOTE method shows the optimal

class distribution and the SA method improves the rate to a
moderate score of 0.38 (Table 11).

TABLE 11. Semantic accuracy of the class combination 3-2 (subset B). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.72 0.00 0.38 0.72 0.72
Precision
Floor 97% 95% 96% 97% 98%
Ceiling 98% 96% 95% 97% 97%
Window 20% 16% 18% 21% 20%
Door 33% 25% ↓ 21% 23% 28%
Wall 76% ↑ 86% ↑ 86% ↑ 87% ↑ 87%
Class average 65% 64% 63% 65% 58%
Recall
Floor 99% 97% ↓ 77% 94% ↓ 77%
Ceiling 72% ↑ 89% ↑ 95% ↑ 91% 81%
Window 46% ↓ 35% ↑ 68% 43% 51%
Door 4% ↑ 46% ↑ 30% ↑ 42% ↑ 37%
Wall 59% ↓ 45% ↓ 39% ↓ 40% ↓ 42%
Class average 56% 62% 62% 62% 58%

For combination 3-2, the majority of the points of the
classes Door and Window are not assigned to the correct
classes. In addition, the geometrically similar class Wall is
less recognized compared to combinations 3-1 and 3-4. The
PP of Door and Window is low with a maximum of 33%
over all methods (Table 11). The geometric accuracy of the
two classes has a high SDFP points. For the class Window,
the SDFP points is larger than 4300 mm and for the class
Door it is larger than 3600 mm. Based on these evaluation
parameters, it can be stated that the class distribution has
no influence in this case. A semantic segmentation with the
class combination 2-2 leads to a high semantic and geometric
accuracy only for the classes Floor and Ceiling. Also, the
combination of the classes Door and Window to Opening in
an intermediate step is tested in combination 3-3, too.

For combination 3-3, the methods Base, SA and WCCEb
meet the requirements. The SMOTE and the WCCEa meth-
ods meet the requirements with restrictions. The CE rate for
the Base, WCCEa and WCCEb methods is with value of
0.40 moderate. The SMOTE method shows the optimal class
distribution and the SA method improves the rate to an score
of 0.08. The class distribution becomes favorable after the
consolidation (Table 12).

The combination 3-3 leads to an increase in the semantic
segmentation accuracy of all classes. The RP of the class
Opening is higher than 50% for all methods. The class
Wall, with which the class Opening is often confused, is
correctly recognized only by SMOTE and WCCEa of the
point majority. Based on the low PP of 29% to 32%, the
confusion with the class Opening is confirmed (Table 12).
Even with this combination, the neighboring classes Wall and
Opening cannot be accurately separated. Larger variations for
different rooms are observed here, but there are no rooms that
can be segmented semantically very accurately. An influence
of the class Erroneous Points is not observed.

A TL with the Base method results in an increase of 1% to
3% for RP and PP for all methods and classes.
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TABLE 12. Semantic accuracy of the class combination 3-3 (subset B). The
symbols ↑ and ↓ indicate a change of more and less than 10%, resp.,
compared to the base method.

Base SMOTE SA WCCEa WCCEb
Class equality 0.40 0.00 0.08 0.40 0.40
Precision
Floor 98% 95% 94% 97% 97%
Ceiling 96% 95% 94% 96% 95%
Wall 89% 81% 84% 86% 88%
Opening 29% 30% 31% 32% 31%
Class average 78% 75% 76% 78% 78%
Recall
Floor 68% ↑ 99% ↑ 99% ↑ 92% ↑ 96%
Ceiling 83% ↓ 69% ↑ 95% 85% 79%
Wall 34% ↑ 51% ↑ 45% ↑ 52% ↑ 46%
Opening 83% ↓ 59% ↓ 65% ↓ 67% 73%
Class average 67% 69% 76% 74% 74%

D. SUMMERY AND OVERALL FINDINGS
The results show for the investigated settings, class definition
and class combination, that two examined DHPs have only a
minor influence on the semantic and geometric accuracy of
semantic segmentation. The applied augmentation methods
lead to an improved recognition of the infrequent classes.
In the classification step, points are more often assigned to
an infrequent class. This leads to a reduction in PP of infre-
quent classes. The SDFP points remains unchanged or even
decreases due to the used augmentation methods. The PP of
the segmentation improves stronger for frequent classes.

The number of classes itself has no influence on the
semantic segmentation performance. Instead, the geometric
similarity and the distance of the objects are important for
distinguishing classes. The classes Floor and Ceiling can
be well distinguished because of the large geometric dis-
tance (no shared boundary), whereas the classes Window
and Wall are difficult to distinguish. When defining a class,
the geometric distinguishability of the objects must be taken
into account. This must be valid for the entire dataset, since
rooms, for example, vary strong in size, shape and furnishing.

Using a class combination without erroneous points leads
to an increase in PP and RP for the classes that already have
a higher PP in a semantic segmentation with the class Erro-
neous Points. Classes that have a lower semantic PP in the
semantic segmentation with erroneous points are recognized
worse without this class and have a lower PP.

Applying an additional TL phase, where the previous
result serves as a starting point for training with the Base
method, does not lead to an increase in accuracy. For the
SMOTE and SA methods, it result in less frequent detection
of the infrequent classes and a similar performance as with
the Base method.

VII. CONCLUSION AND OUTLOOK
The performance of DL-methods in semantic segmentation
is influenced among other factors by HPs. In this work, the
DHP, class combinations and methods to minimize the un-
balanced classes have been studied. For the investigation, an
AEE has been developed in which the established PointNet

architecture has been implemented.
The class combinations were organized in a hierarchic

order, so that a semantic segmentation is performed only
for a particular part of the point cloud, for combinations
in level 3 and 4. Infrequent classes were combined and
semantically segmented afterwards. This resulted in higher
semantic and geometric accuracy for the class Building Parts
and its frequent sub classes. The class Erroneous Points leads
to a slightly higher semantic accuracy for infrequent classes.

The use of two data-based augmentation methods and two
algorithm-based methods only achieved a small increase in
semantic recognition. The applied methods usually increase
the RP, so that the infrequent classes are recognized more
often and the more frequent classes become more precise.
This is advantageous for the combinations in level 1 and
2, because only the more frequent classes are needed for a
building modeling.

The primary goal of this work is to increase RP and PP
to over 50% for all classes using the augmentation methods.
This goal was only achieved for the combination 3-4 with the
SMOTE method. An increase in RP to a value higher than
50% is achieved with the SMOTE method additional four
times, whereas the WCCEa method fulfills it for five of the
seven combinations. This increase of the RP is achieved four
times with the WCCEb method. The SA method results in an
increase in RP and PP, but less than 50% in most cases. With
the Base method, a RP of all classes higher than 50% was
achieved twice. The primary goal was partly achieved.

In the course of the investigation, it was discovered that
the geometric similarity of classes must be considered when
forming the class combinations. Also, the choice of LNB
has a large impact on the segmentation performance. Based
on our observations, the choice of the local neighborhood
and the differences between the individual rooms in the
dataset are highly influential. The focus of further inves-
tigations should be on these DHPs. The influence of data
augmentation methods is measurable, but currently of little
relevance according to our sample BIM application. In terms
of augmentation methods, we plan to examine the impact of
US methods as well as a combination of US methods, OS
methods and weighted loss functions.
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APPENDIX A CLASS DEFINITION
The class definition for the two upper levels (Fig. 14) are shown in Table 13. The class definitions for the super-class Building
Parts are summarized in Table 14. This class definition is developed for a semantic segmentation as a basis for creating a BIM
model of a public building.

TABLE 13. Semantic class definitions for the classes of two top levels.

Class name Sub-classes Description
Object Building Parts, Interior Points of the class Objects describe a true object. They describe a sur-

face with a small variation of a few millimeters per surface (< 10mm).
Erroneous Points Points of the class Erroneous Points are individual points, that appear in

obscured places, that represent tails on edges and (measurement) noise
around smooth surfaces (> 10mm).

Building Parts Door, Ceiling, Floor, Wall, Window,
Opening

Points of the class Building Parts include all points that belong to the
building structure. Not including: switches, lamps or boards.

Interior Interior objects are all objects that have been brought into the building
or installed in the building after the shell has been completed. Examples
are switches, vents, furniture, decoration, people or measuring equip-
ment.

TABLE 14. Semantic class definition for classes of the super-class Building Parts.

Class name Sub-classes Description
Wall The class Wall is the vertical shell of a room. It can be hidden by furnish-

ing objects. The class Wall includes baseboards. Frames of windows
and doors are the horizontal boundaries. In the vertical direction, the
wall is delimited by intersections with the ceiling and the floor. Window
frames are not part of the wall. Free-standing columns are part of the
wall.

Floor The class Floor is defined by the lowest points that span a horizontal
plane. This plane can be hidden by furnishings. Its extension is bordered
by the vertical walls. Points count as a part of a plane if they do not
deviate from the plane by more than 5 mm.

Ceiling The class Ceiling is defined by the top points that span a horizontal
plane. This plane can be hidden by lamps or other interior objects. It is
bounded by the wall in the vertical direction. Points count as a plane if
they do not deviate from the plane by more than 5 mm.

Window Points in the class Window describe the window frames. Points in the
glass areas are considered to be disturbances (erroneous points). No
distinction is made between windows that can be opened and those that
cannot be opened. Window sills belong to the class Window.

Door Points of the class Door can belong to the door leaf or the door frame.
The viewing windows next to the door leaf belong to the class Door.

Opening Door, Window Combination of classes Window and Door.
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PCCT: A POINT CLOUD CLASSIFICATION TOOL TO CREATE 3D TRAINING DATA
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ABSTRACT: 
Point clouds give a very detailed and sometimes very accurate representation of the geometry of captured objects. In surveying, 
point clouds captured with laser scanners or camera systems are an intermediate result that must be processed further. Often the 
point cloud has to be divided into regions of similar types (object classes) for the next process steps. These classifications are very 
time-consuming and cost-intensive compared to acquisition. In order to automate this process step, conventional neural networks 
(ConvNet), which take over the classification task, are investigated in detail. In addition to the network architecture, the 
classification performance of a ConvNet depends on the training data with which the task is learned. This paper presents and 
evaluates the point clould classification tool (PCCT) developed at HCU Hamburg. With the PCCT, large point cloud collections can 
be semi-automatically classified. Furthermore, the influence of erroneous points in three-dimensional point clouds is investigated. 
The network architecture PointNet is used for this investigation. 

1. INTRODUCTION

Complex and unsorted point clouds are often used to visualize 
the results of a survey recorded by laser scanners or camera 
systems. These point clouds gives a very detailed and 
sometimes highly accurate representation of the geometry of the 
captured objects. A human observer can recognize the captured 
objects in the point cloud and separate them from each other. In 
addition, incorrect measurements, such as mixed pixels and 
multipath effects, which result from the acquisition technique 
can be detected and eliminated. Solving this complex and time-
consuming task of semantic segmentation and classification 
through an automated process is a key challenge in processing 
large point clouds into detailed models. A promising approach 
to automate this task is the usage of convolutional neural 
networks (ConvNets). Simply expressed, specific features in the 
point cloud are identified by ConvNets and according to 
meaning of the features each point of the point cloud is assigned 
to a predefined class. A ConvNet can be considered as a very 
large number of simple functions for extracting the features that 
are chained to each other. The results of the functions are 
weighted to improve the classification so that the error between 
true class and the class predicted by the ConvNet is minimal 
over all points (network learning). This learning requires a large 
amount of classified point clouds to optimize the network 
weights. For point clouds resulting from surveys, the challenge 
is also to distinguish measurement errors from true points. 
Therefor a high quality of the classification is critical.  

The preview version of Point Cloud Classification Tool (PCCT) 
presented in Barnefske & Sternberg (2019) will be enhanced in 
this paper. This tool is used to generate efficient and reliable 
test and training data for point clouds classification 
applications. The basic idea of PCCT is to project colored point 
clouds in the two dimensional space, generate segments out of 
the points that describe different objects, classify the segments 
and back project the information on the three dimensional point 
cloud (Fig. 1). The development and the evaluation of PCCT 
was procced by our HafenCity point set. HafenCity point set is 

a set of indoor and outdoor point clouds that manually classified 
and captured by a terrestrial laser scanner.  

In the second part of this paper we evaluate the ConvNet 
architecture PointNet (Qi et al., 2017a) with HafenCity (HC) 
point set. PointNet is a ConvNet for semantic classification of 
indoor areas. The main goal of the investigation is the 
determination of the influence that erroneous points in points 
cloud have for the classification performance.  

Figure 1. Basic idea of PCCT. 
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2. STATE OF THE ART

2.1 CNN for 3D-Point Classification 

The results of a survey usually have to be processed further to 
make them a basis for decisions and planning. Today, numerous 
surveys are carried out with measurement systems that 
represent the geometry of objects and their surroundings as a 
digital point cloud. Point clouds usually represent several 
objects and their surroundings due to the recording conditions. 
Therefore, single objects have to be separated and assigned to a 
sense class. This step is often called segmentation and 
classification. In classical procedures, such as edge-based, 
graph-based or hierarchical segmentation, segmentation can be 
clearly differentiated from the classification task that assigns a 
class to the segment. Classifications are traditionally performed 
by the human operator. Grilli et al. (2019) give a brief overview 
of segmentation methods without the use of artificial 
intelligence (AI). In the following section, two of these methods 
will be explained in more detail relating to the PCCT. 

An efficient processing of highly inhomogeneous mass data, 
such as three-dimensional point clouds, is with traditional 
processing methods cost-intensive and time-consuming. 
Applying AI methods, such as artificial neural networks, allows 
to solve predictions and classifications more efficiently and 
sometimes more accurately than by a human operator. For the 
classification of point clouds, the aim is to combine points with 
the same characteristics into a sense class. For this purpose, 
characteristics in the point clouds must be determined and due 
to their similarity, they have to be summarized/classified in 
classes that are predefined (supervised learning) and freely 
formed (unsupervised learning). With large data sets, which are 
two- or multidimensional, convolutional neural networks 
(ConvNet) are successfully used for feature extraction (Fig. 2).  

 

 
  

 

 

 

 
 

  
  

Figure 2. Structure of ConvNet for semantic point cloud
classification.

Using ConvNets, Girskick (2015) and Redmon et al. (2016)
have performed precise classifications of objects in images,
which have ensured that ConvNets are applied to
multidimensional data sets. Some approaches project three-
dimensional point clouds into two-dimensional space and apply
the established 2D ConvNet architectures. These methods are
disadvantageous for applications where the entire 3D point
cloud needs remain geometrically unchanged. In addition, it is
often not possible to separate objects lying behind each other
and a generalization of the data is unavoidable.

Besides pixels, the data structure of voxels is excellent for
applying ConvNets to them. Voxels represent an even grid,
similar to pixels in a digital photo. Adjacent points that fall into
a voxel can be combined and the entire object space is
represented by an even voxel grid. Maturana & Schererer,
(2015) use this voxel structure and apply ConvNets similarly as
with images. In combination with occupancy grids, this

structure becomes more efficient (Wirges et. al 2018). Hackel et 
al. (2017) combine voxel grids of different sizes to classify 
terrestrial laser scan data with different densities. 

In addition to classification methods with ConvNets, that use a 
regular data structure, there are approaches to structure the 
point cloud through the net itself. In this case, the unstructured 
and differently dense point cloud must not be transformed into 
an auxiliary structure. This approach was used for the first time 
in the network architecture named PointNet (Qi et al., 2017a). 
In PointNet, the point clouds are given blockwise into ConvNet. 
In a block, the points are freely distributed and features are 
extracted based on their geometry. These characteristics are 
used for classification. Thereby, local and global characteristics 
are determined and combined within a block. From the mix of 
local and global characteristics, the classification is then carried 
out in the classification step. The biggest drawback of this 
network is that the information can only be used in one block. 
Engelmann et al. (2017) counter this with a scalable block and 
the simultaneous processing of several blocks (changes to the 
data inputs). Furthermore, information from previous data 
passes are also used as input information. Another enhancement 
is PoinNet++ (Qi et al., 2017b) in which PointNet is extended 
by segmentation and grouping layers. 

2.2 Training Data for CNN Classification 

Most of the current developments are based on synthetic data, 
because synthetic 3D data can be generated faster from models 
and this data automatically has some reliable ground truth data 
for training and evaluation. With the focus on (real) 3D point 
clouds from a LIDAR scanner, there are only a handful of data 
sets available, which have been consisted mainly of scans from 
low-cost laser scanners. The KITTI data set (Geiger et al., 2012)
is one of the most popular data set consisting of synthetic and 
measured data. This data can be used for applications in 
surveying, like mobile mapping. A similar data set is captured 
by the Velodyne HDL-64E LIDAR-Scanner and can be found 
in Gehrung et al. (2017). The Sematic3D.Net data set (Hackel et 
al., 2017) consists of 31 high-quality and classified terrestrial 
panoramic laser scans. To the best of our knowledge the data of 
this set uses similar raw data as our tool. 

2.3 HafenCity Point Cloud Set 

The investigation and the development of the PCCT were 
carried out with a point cloud data set consisting of 9 point 
clouds for indoor and 9 point clouds for outdoor scenes. The 
point clouds were captured with the laser scanner Zoller + 
Fröhlich 5010 with a resolution setting of 6 mm at 10 m. In the 
post-processing the point clouds were colored by panorama 
images, which were created from the same position. The point 
clouds were not filtered and neighboring point clouds are 
connected by target signs, which were installed in the object 
space during the capture. The point cloud set consists of about 
117 million measured points and is almost completely manually 
classified according to the criteria object classes or error 
classes. 

3. PCCT

The quality of a classification, by a human or a machine 
depends primarily on the data used for classification. The more 
heterogeneous data sets are used for the classification 
application, the more reliable the classification result will be in 
general. In addition to the number of data sets (here number of 
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points), the number of available features of a data set is very 
important for a classification. With current laser scanners with 
one or more cameras integrated, color information for each 
point is available in addition to the geometric information and 
intensities. These color information are especially necessary for 
the manual classification of point clouds when detailed objects 
are segmented and assigned to a class in a further step. 
Automated segmentation methods for two-dimensional images 
have reached a high degree of sophistication, so that segments 
of objects in images can be generated reliably and accurately. 
The classification of heterogeneous objects in case of a small 
amount of data, presents a great challenge for automation. 
Especially, in the case when several segments describe one 
object. However, this task can usually be reliably performed by 
a human. Based on this knowledge, the PCCT is used to process 
point clouds for the training purpose of ConvNets.  

3.1 Concept and Method of Operation 

The PCCT is a tool for semiautomatic classification of point 
clouds. The motivation for this tool is that the segmentation of 
objects in a three-dimensional point cloud is very time-
consuming and depends on the skills/ interpretation of the user. 
With the PCCT the segmentation step is automated and the 
classification is efficiently possible by any large number of 
non-trained users. Colored point clouds are better suited for the 
application in PCCT, because on one hand the segmentation is 
based on color values and on the other hand the human 
classifiers can better recognize objects and assign them to a 
class due to the additional colored information. The PCCT can 
be divided into three process steps: point cloud transformed to 
image and segmentation, classification in a web application and 
applying the classification to the point clouds (Fig. 3).  

Figure 3. Workflow and main modules of PCCT. 

In the first process step, the point cloud of a terrestrial laser 
scan is projected into the two-dimensional space so that two 
panoramic images are calculated. It has been shown, that the 
division of the scan into two halves allows a more efficient 
calculation of the panoramic images as well as a more accurate 
generation of segments. Different resolutions for the projection 
were investigated. The resolution is crucial for the level of 
detail of the segments. Image resolutions of 600 x 500 px or 
800 x 700 px enable the segmentation of small elements, such 
as table legs, and avoid a too detailed segmentation of large 
surfaces, such as floors with lower inhomogeneity. 
Furthermore, the influence of distortion in the outer areas is 
kept to a minimum. With colored scans, the color value of the 
points is assigned to the pixel in which the points fall. If no 
color information is available, depth or intensity images can be 
calculated. However, these are more difficult for the human 
classifier to interpret, so that only colored scans are used in the 
investigations. 

The segmentation was examined using two algorithms. In the 
first PCCT version, an edge detection method was used in 
combination with the Rosebrock (2015b) watershed algorithm. 
With this method, the edge image of Rosebrock (2015a) is 
calculated from the panorama using the canny algorithm. The 
edge image is placed as a mask on the panorama so that 
segments are generated. Each segment is provided with a 
segment label. The segment label is assigned to each point via 
the relationship between pixels and points. In the further 
process, the segment label is replaced by a class label. A 
detailed description can be found in Barnefske & Sternberg 
(2019). This segmentation method does not allow a clear 
separation of the segments, especially for small objects in the 
image, so that an alternative graph-based method is 
implemented in the PCCT for segmentation 

In the current version of PCCT, segmentation is performed with 
a graph-based algorithm according to Felzenszwalb & 
Huttenlocher (2004). The algorithm spans a graph over the 
entire image and weights the edges of the graph. The edge 
weights are calculated through the distance between two pixels 
in the feature space (e.g. color value difference). The weights 
are sorted and pixels with similar weights are combined to one 
segment. A threshold value is calculated on the basis of the 
color values shown in the image. The minimum segment size 
parameter is used to avoid very small segments. With this 
simple algorithm it is possible to increase the resolution for the 
segments and simultaneously minimize the number of segments 
per panorama image. As in the first PCCT version, each 
segment is labelled and assigned to the points (Fig. 3, sect. 3). 

The classification of the segments is based on the panorama 
images in which the segment to be classified is marked. All 
images are stored in a database together with the segment label. 
The panorama images are loaded via a web application and the 
marked segments can be assigned to one of 18 classes. Each 
classification for any segment label is stored in a results 
database (Fig. 3 sect. 2). In the web application, the images are 
displayed in a random order so all panorama images are evenly 
classified. A classification of subsets and the simultaneous 
classification by different users are possible. 

After all segments of a point cloud collection are classified, the 
points will be classified via the segment label. The segment 
label is stored in the database in which the point cloud is stored 
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and in the results database as well. The segment label is used to 
assign each point to a class. If several classifications are 
available for one segment label, then the class that is most 
available for this segment is used. This can occur when users 
make a fatal error (selecting the wrong class) or interpret the 
segment differently. For an efficient processing the point clouds 
are exported as polar and cartesian coordinates with a class 
label. For the application on a ConvNet it has been shown that 
the output by classes in individual files is feeding, so this option 
has been enhanced (Fig. 3, sect. 3). 

3.2 Investigation and evaluation 

The classification of three-dimensional point clouds can be 
carried out by untrained users using the PCCT, because 
segmentation takes place automatically. The classification itself 
is done by classifying an area highlighted in an image via a 
dropdown menu in which predefined classes are listed. The 
PCCT is deliberately designed this way, so that no complex 
decisions are made by the classifier to avoid errors and to 
process large data sets efficiently. Large data sets of up to 
10,000 segments (about 50 million points) can be classified in a 
few hours by several users simultaneously. This multi-user 
capability is designed to reduce the classification time for the 
individual user as well as to verify the classifications.  

Colored and partially uncolored point clouds can be processed 
with the PCCT regardless of the recording sensor. The number 
of data classified with PCCT is easily scalable so that new data 
sets can be added or processed data sets can be removed from 
the database. In terms of usability, the PCCT is an essential and 
efficient component in the development process of data-based 
classification systems for three-dimensional point clouds. 

The characteristics semantic correctness and accuracy of the 
PCCT are examined by means of a manually classified point 
cloud. For this verification the parameter precision for the 
characteristic accuracy and the parameter recall for the 
characteristic accuracy are determined. The precision (eq.1) 
refers to the set of points assigned to a class by the PCCT and 
represents the relationship between correctly classified points 
(TP) and incorrectly classified points (FP). 

The parameter recall (eq. 2) refers to the number of points of 
one class in the reference data set and represents the ratio of 
correctly classified points (TP) and those not assigned to this 
reference class (FN). 

As a benchmark for quality of classifications the intersection 
over union (IoU) is commonly used parameter (eq. 3). This 
describes the correctness (recall) and precision 

The correctness and precision of the PCCT for multiple point 
clouds with about 16 million points is shown in Table 1. The 
scans used are outside scans divided into eight target classes of 
the reference data set. To all seven object classes points were 
assigned by the PCCT. No points were assigned to the class of 

error points, because through the projection of the point cloud 
into the two-dimensional space, most of the error points were 
included in an object class lying in front of or behind. 
Erroneous points do not span large segments in the images. The 
lack of depth differentiability also leads to occasional errors in 
the classification of object classes which are represented by a 
low recall value (max. = 1). The boundary between two objects 
can only be dated roughly by the segmentation algorithm. The 
percentage of points that were precisely classified (max. = 1) is 
higher for large and plane object classes than for small object 
classes with more heterogeneous geometry. 

class precision recall IoU 
building 0,85 0,65 0,59 

car 0,90 0,60 0,56 
floor veg 0,63 0,41 0,33 
pathway 0,86 0,79 0,70 

street 0,69 0,57 0,45 
tree 0,88 0,39 0,37 
sign 0,67 0,05 0,05 

erroneous points 0,00 0,00 0,00 
all classes 0,82 0,62 0,54 

Table 1: Investigate the performance of the PCCT with a 
reference point cloud from the HC point set. Using the 
parameters of the precision, recall and intersection of union 
(IoU). 

All scans are almost entirely classified, based on the number of 
points. Near areas showed a higher density due to the recording 
constellation. The parameter completeness leads to a 
misinterpretation, as shown in Figure 4. In the point cloud 
illustrated here, 93% of all points are classified, but many areas 
at the edges are not yet classified. 

In addition to errors due to segmentation, errors due to 
classification occur. It has been shown, that the interpretation of 
object classes strongly depends on the user and that rules have 
to be defined for each data set. Another error caused by the 
classification is the wrong classification of objects due to user 
(click) mistakes. This error can be minimized by a large number 
of users. 

Figure 4. Classified point cloud by the PCCT. 
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4. IMPLEMENTATIONS AND EXTENTION TO
POINTNET 

ConvNet PointNet can be used for the identification of 
individual objects in one point cloud as well as for the semantic 
classification of scenes. The performance of this ConvNet could 
be significantly improved by including information across 
block boundaries (Engelmann et al., 2017 and Qi et al., 2017). 
Especially the network architecture of ConvNet PointNet 
without extensions is of interest for the classification of 
extended and real world point clouds. To our knowledge, 
PointNet has not yet been applied to complex laser scanning 
point clouds by now. To investigate the performance of 
PointNet, a selection of the classified HC point sets was 
transferred to the block structure of PointNet. The necessary 
scripts for the data transformation were developed on the basis 
of the utilities modules. These modules were also designed to 
duplicate point clouds for training, so that from 7 million points 
up to 50 million duplicated points can be generated. 
In addition to the question of how the basic network 
architecture deals with real laser scanners point clouds, the 
influence of erroneous points in the point clouds on the 
classification performance will be investigated. Erroneous 
points are points caused by sensor technology on one hand, and 
on the other hand by objects that change their shape and 
location during recording. Erroneous points due to geometric 
changes in the object space are unavoidable, especially when 
measuring outdoors pedestrians, animals and cars causing this 
kind of error. Due to the size of the point segments, these errors 
are comparable to the classification of objects. Errors caused by 
sensors and the measurement setup occur as multipath effects, 
comet's tail, unfavorable reflections or wrong measurements. 
These errors are much harder to classify, because they are 
described only by very few points and occur very irregularly. 
Most of the available ConvNets do not consider this class 
because they are designed for synthetic point clouds. 

class precision recall IoU 
building 0,41 0,60 0,33 

car 0,00 0,00 0,00 
floor veg 0,31 1,00 0,31 
pathway 0,50 0,30 0,24 

tree 0,49 1,00 0,49 
erroneous points 0,00 0,00 0,00 

all classes 0,38 0,60 0,31 

  

 
 

  

  
  

 
 

 

Table 2. Results investigation using point clouds with erroneous
points. Using the parameters of the precision, recall and IoU.

In order to investigate these hypotheses, different point cloud
sets with and without errors were fed into PointNet by using the
default settings for iterations (50) and batch sizes (24). The
results in the tables 2 and 3 show the parameters for precision,
recall and IoU, which are obtained by a classification of five or
six classes. These can be directly compared with other
investigations. It can be seen that with the laser scanner data a
performance of 48 % (IoU) (Qi et al., 2017a), which is based on
photogrammetric point clouds, is not obtained for the data set
with erroneous points (31 %, IoU). If the identical point cloud
only without the class erroneous points is given to the network
a better classification result can be obtained with an average of
46% (IoU). An influence of erroneous points in point clouds on
classification tasks can be expected, based on these results. This
influence needs to be verified by further data and other class
compositions. These observations relate to single blocks and

will be extended to the entire point cloud in the upcoming 
investigation. 

class precisio
n 

recall IoU 

building 0,39 0,72 0,34 
car 0,43 0,60 0,33 

floor veg 0,42 0,83 0,42 
pathway 0,46 0,90 0,44 

tree 0,49 0,89 0,46 
all classes 0,45 0,86 0,42 

 
 

 

 
 

 

 
 

 

 

 

 

 

  

  
 

 
 

   

 

      

 
 

 

 

Table 3. Results investigation using point clouds without
erroneous points. Using the parameters of the precision, recall
and IoU.

The recall parameter is used to recognize that the assignment to
a class depends strongly on the kind of class. In other words,
one class can be learned better than the other. This can be
observed, for example, at the low represented class car, which
has a low recall value.

5. CONCLUSION AND OUTLOOK

The first core task for using ConvNet to classify measured point
clouds is to provide a sufficient number of diverse and accurate
training point clouds. With the PCCT it is possible to produce
these training point clouds efficiently. Even if there need to be
done some improves to increase the quality of the PCCT
outcome, the PCCT is an import and user friendly tool. In the
next PCCT version the segmentation will be improve by using
images in various distances.

The second important task is to convert the point clouds from
the common surveying formats into a format in which points
can be processed with ConvNets without loss of information. A
process for this transformation was developed based on
PointNet and its utilities. It could be shown that this influence is
significant and needs to be further investigated.
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