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Kurzfassung

Das Verhalten von Verkehrsteilnehmern zu erlernen ist fiir zahlreiche intelligente Systeme von
grofler Bedeutung, sei es in der Steuerung der Verkehrssicherheit, in der Gestaltung intelligenter
Transportsysteme oder in der Entwicklung autonomer Fahrzeuge. Allerdings stellt fiir die Rea-
lisierung solcher Systeme im von Dynamik und Unwigbarkeiten geprigten Stadtverkehr die au-
tomatisierte und genaue Erkennung des Verhaltens von Verkehrsteilnehmern noch immer eine
Herausforderung dar. Es gibt urbane Umgebungen, z. B. voriibergehende Shared Spaces auf Kreu-
zungen bei Abbiegevorgingen oder Shared-Space-Verkehrsdesigns, in denen sich die Erkennung
und die Vorhersage des Verhaltens der Verkehrsteilnehmer besonders schwierig gestalten. Shared
Spaces auf Kreuzungen ermdglichen das Abbiegen von Fahrzeugen, wiahrend diese mit anderen
Verkehrsteilnehmern, die die Strafle iiberqueren, interagieren. Shared-Space-Verkehrsdesigns kom-
men zum Einsatz, wenn es darum geht, den Verkehrsraum so zu strukturieren, dass die Dominanz
der Fahrzeuge verringert sowie die Fuflgingerbewegung und der Komfort fiir Fugénger verbessert
werden. Aufgrund direkter Interaktionen zwischen Fahrzeugen und ungeschiitzten Verkehrsteil-
nehmern (vulnerable road users (VRUs), z. B. Fuigéinger oder Fahrradfahrer) sowie mehrdeutiger
Verkehrssituationen (Verkehrsteilnehmer miissen die Strafennutzung untereinander aushandeln)
ist das Verhalten der Verkehrsteilnehmer stochastisch und schwer vorhersagbar.

Mit Bezug auf aktuelle Entwicklungen im Bereich Deep Learning sowie auf die Verfiigbarkeit von
umfangreichen, realen Verkehrsdaten verfolgt diese Arbeit den Ansatz, bedingte generative Modelle
fiir die automatische Detektion von Interaktionen in voriibergehenden Shared Spaces auf Kreuzun-
gen und die Vorhersage von Trajektorien in Shared Space-Verkehrsdesigns zu verwenden. Auf dem
Conditional Variational Auto-Encoder (CVAE) basierende Modelle werden darauf trainiert, deter-
ministische Eingaben (z.B. eine Sequenz von Videodaten oder eine beobachtete Trajektorie) auf
viele mogliche Varianten des Verhaltens von Verkehrsteilnehmern abzubilden, welches durch die je-
weilige Interaktion oder Bewegung der betreffenden Verkehrsteilnehmer in den néchsten Sekunden
gekennzeichnet ist.

Diese Arbeit leistet zwei wesentliche Beitridge zur Modellierung des Verhaltens von Verkehrsteil-
nehmern in Shared Spaces mithilfe von Deep-Learning-Ansétzen:

(1) Das Interaktionserkennungsmodell verarbeitet Informationen iiber Art, Position und Bewe-
gung der Verkehrsteilnehmer, die automatisch durch Objektdetektoren — umgesetzt mittels Deep
Learning — sowie optischen Fluss aus Videodaten extrahiert werden, und generiert bildweise ei-
ne Wahrscheinlichkeit, die die Interaktionsdynamik zwischen einem abbiegenden Fahrzeug und
allen beteiligten VRUs représentiert. Die Wirksamkeit des Modells wurde durch Tests an realen
Datensétzen von zwei verschiedenen Kreuzungen mit starkem Verkehrsfluss nachgewiesen. Es er-
reichte einen F1-Wert von iiber 0,96 an einer Rechtsabbieger-Kreuzung in Deutschland und 0,89
an einer Linksabbieger-Kreuzung in Japan.

(2) Verschiedene Faktoren und Deep-Learning-Architekturen auf dem aktuellen Stand der Tech-
nik werden hinsichtlich der Vorhersage von Trajektorien untersucht. In dieser Arbeit werden drei
auf CVAE basierende Frameworks zur genauen Multi-Pfad-Trajektorienvorhersage von heteroge-
nen Verkehrsteilnehmern in Shared Spaces vorgeschlagen. Der Latenzraum des CVAE wird fiir die
Kodierung stochastischer Verhaltensmuster trainiert. Der Multi-Sampling-Prozess aus dem trai-
nierten Latenzraum ermoglicht es den Frameworks dabei, nicht nur eine deterministische zukiinftige
Trajektorie, sondern mehrere mogliche zukiinftige Trajektorien fiir jeden Verkehrsteilnehmer zu ge-
nerieren. Das erste Framework konzentriert sich auf die Untersuchung mehrerer Kontexte, ndmlich
Bewegung, Interaktion und Fugéngergruppierung sowie auf verschiedene Umgebungsbedingungen
fiir die Trajektorienvorhersage. Das zweite und dritte Framework konzentrieren sich indes einereits
auf die Untersuchung dynamischer Kontexte (d.h. Bewegung und Interaktion) unter Verwendung



von Aufmerksamkeitsmechanismen und andererseits auf die Verbesserung der Generalisierbarkeit
der Modelle - d.h. auf die Vorhersage der Trajektorien heterogener Verkehrsteilnehmer in ver-
schiedenen Shared Spaces, auf die das Modell zuvor nicht trainiert wurde. Die Leistung aller drei
Frameworks, insbesondere des zweiten und dritten, erwies sich bei diversen géngigen Open-Source-
Datensétzen und -Benchmarks als iiberlegen und erreichte den ersten Platz (in verschiedenen Ab-
gabezeiten) bei einer bekannten offenen Challenge (TrajNet online test), bei der die in dieser Arbeit
vorgestellten Modelle den gesamten durchschnittlichen bzw. finalen Displacement Error der fiir die
néchsten 4.8 Sekunden vorhergesagten Trajektorien um 0.353 Meter bzw. 1.179 Meter reduzieren
konnten.

Schlagworte: Gemischter Verkehr, Shared Space, ungeschiitzte Verkehrsteilnehmer, Nutzerver-
halten, Trajektorienvorhersage, Interaktionserkennung, Deep Learning, neuronale Netze, bedingtes
generatives Modell, Sequenz-zu-Sequenz
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Abstract

Learning how road users behave is essential for the development of many intelligent systems, such as
traffic safety control, intelligent transportation systems, and self-driving cars. However, automated
and accurate recognition of road users’ behavior is still one of the bottlenecks in realizing such
systems in city traffic that is—compared to other types of traffic—especially dynamic and full
of uncertainties. There are some urban environments which make detection and prediction of
road users’ behavior particularly challenging, e.g., temporarily shared spaces of intersections for
vehicle turning or shared spaces as a traffic design. The former allow vehicles to turn and interact
with other crossing road users, the latter intended to make different types of road users share
the space, therefore reducing the dominance of vehicles and improving pedestrian movement and
comfort. Direct interactions between vehicles and vulnerable road users (VRUs, e. g., pedestrians
and cyclists) and ambiguous traffic situations (e. g., road users negotiating usage of the road) make
road users’ behavior stochastic and difficult to predict.

With the development of deep learning techniques and the availability of large-scale real traffic
data, this thesis proposes deep conditional generative models for automated interaction detection
in the temporarily shared spaces of intersections, as well as for trajectory prediction in shared
spaces as a traffic design. Models based on Conditional Variational Auto-Encoder (CVAE) are
trained to map deterministic input (e.g., a sequence of video data or a segment of an observed
trajectory) to many possible outputs of road users’ behavior, characterized by their interaction or
their movement in the next seconds.

This thesis makes two main contributions to the research on modeling road users’ behavior in
shared spaces using deep learning approaches:

(1) The interaction detection model takes the information of road users’ type, position, and
motion—all of which have been automatically extracted by deep learning object detectors and
optical flow from video data—as input, and generates a frame-wise probability that represents the
dynamics of interaction between a turning vehicle and any VRUs involved. The model’s efficacy
was proven by testing on real-world datasets acquired from two different intersections. It achieved
an Fl-score above 0.96 at a right-turn intersection in Germany and 0.89 at a left-turn intersection
in Japan, both with very busy traffic flows.

(2) Various factors and state-of-the-art deep learning architectures are investigated for trajectory
prediction. In this thesis, three frameworks based on CVAE are proposed for accurate multi-path
trajectory prediction of heterogeneous road users in shared spaces as a traffic design. The latent
space of the CVAE is trained for encoding stochastic behavior patterns and the multi-sampling
process from the trained latent space enables the frameworks to generate not only one deter-
ministic future trajectory, but multiple possible future trajectories for each road user. The first
framework focuses on studying multiple contexts, namely motion, interaction, pedestrian group-
ing, and different types of environmental scene context for trajectory prediction. The second and
third frameworks focus on exploring dynamic context (i.e., motion and interaction) using attention
mechanisms, and improving the models’ generalizability—predicting trajectories of heterogeneous
road users in various shared spaces that have not been used to train the models. All of the frame-
works, but the second and third in particular, showed superior performance on various popular
open-source datasets and benchmarks. The last two frameworks even took first place (in different
submission times) in one of the most widely recognized open challenges (TrajNet online test) by
reducing the overall average and final displacement errors of the predicted trajectories in the next
4.8 seconds to 0.353 meters and 1.179 meters, respectively.
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Keywords: Mixed traffic, shared space, vulnerable road user, road user behavior, trajectory
prediction, interaction detection, deep learning, neural networks, conditional generative model,
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1 Introduction

1.1 Shared Space

In real-world traffic situations, it is not uncommon that heterogeneous road users such as vehicles
and Vulnerable Road Users (VRUs) like pedestrians or cyclists have to directly interact with each
other in a particular location. Apart from being assigned to dedicated lanes or time slots by traffic
lights for traffic segregation, different types of road users are usually allowed to self-organize when
they are using the road simultaneously. There are traffic locations particularly constructed to
encourage mixed road use. One such location that has been gaining popularity in recent years
is shared space as a traffic design (Reid, 2009). The other type commonly seen in city traffic is
temporarily shared spaces at some intersections, including the turning area of the so-called Turn-
on-Red (TOR) intersections or, more generally, intersections that allow vehicles to turn while other
road users are crossing. Examples of both types of shared spaces are given in Fig. 1.1.

Figure 1.1: Examples of shared spaces in Germany, (a) a street with pedestrians crossing from both sides
without traffic signals, and (b) a permissive right-turn intersection in right-hand traffic with pedestrians
and cyclists crossing the street (background image: Imagery ©)2020 Google, Map data ©)2020 GeoBasis—
DE/BKG(©)2009), Google).

Shared space as a traffic design

Unlike classic traffic designs that normally dedicate road resources to road users by time or space
division, an alternative traffic design—shared space—has been proposed by traffic engineers. This
concept was first introduced by the Dutch traffic engineer Hans Monderman in the 1970s (Clarke,
2006). It was later formally defined by Reid as “a street or place designed to improve pedestrian
movement and comfort by reducing the dominance of motor vehicles and enabling all users to share
the space rather than follow the clearly defined rules implied by more conventional designs” (Reid,
2009). This design largely removes road signs, markings, and traffic lights, allowing vehicles moving
at a limited speed (commonly under 30 km/h) to directly interact with pedestrians and cyclists.
Mixed road users negotiate to take or give their right-of-way based on social and physical context
(Hamilton-Baillie and Jones, 2005). Shared spaces as a traffic design nowadays can be found in
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urban areas of many European cities, such as the Laweiplein intersection in the Dutch town of
Drachten, Skvallertorget in Norrkoping, and Kensington High Street in London (Hamilton-Baillie,
2008), as well as in many other countries.

The uncertainties brought on by the lack of explicit rules in shared spaces have triggered contra-
dictory discussions. On the one hand, the removal of traffic signals and rules may lead to more
vehicle-pedestrian conflicts than the conventional design with unambiguous clarity (Kaparias et al.,
2013). This especially concerns particular groups of road users, such as disabled and elderly people
who are not good at judging ambiguous situations and are not as acute as others when confronted
with a vehicle (Methorst et al., 2007). On the other hand, shared space purposely introduces
ambiguity with the hope that road users behave more cautiously when they cannot rely on explicit
rules, thereby increasing the level of safety (Hamilton-Baillie, 2004; Hamilton-Baillie and Jones,
2005). For example, in shared spaces, vehicle drivers need to conduct their driving with courtesy
and VRUs need to carefully evaluate the traffic situation before crossing.

Temporarily shared space

At some intersections, vehicles are permitted to turn while other road users are crossing. One
special type among these intersections is the so-called Turn-on-Red (TOR) intersection. The
legislation of the concept of TOR goes back to 1937 in the United States. Californian law—
Section 21453 (b) of the California Vehicle Code (CVC)—then permitted vehicles to turn right at
traffic lights showing a red signal (McGee and Warren, 1976; Fleck and Yee, 2002; Yi et al., 2012).
Later on, the idea of TOR intersections was adopted by many other countries. Besides TOR
intersections, it is more common to see permissive right-turn intersections in right-hand traffic
countries and permissive left-turn intersections in left-hand traffic countries. Vehicles are allowed
to temporarily share the turning area with other road users currently crossing same road.

N o ©

Turning direction
and path

Near-side

®

\/@/Near-side \ —

Turning direction @ Conflict area
Conflict areas and path —m ® —
@
(a) A right-turn intersection in Germany (b) A left-turn intersection in Japan

Figure 1.2: Examples of temporarily shared spaces. (a) In Germany, a dedicated lane for cyclists is typically
parallel to the crossing zone. (b) In Japan, left-turning vehicles interact with pedestrians in the crossing
zone. Figure (b) is partially adapted from (Alhajyaseen et al., 2012).

In comparison to most conventional intersections strictly governed by traffic signals for segregat-
ing different types of road users, a TOR or permissive right-turn/left-turn intersection involves
interactions between vehicles and VRUs. In Germany, as shown in Fig. 1.2a, a turning vehicle at
a permissive right-turn intersection often encounters cyclists that are passing by and pedestrians
that are cross-walking in the conflict areas. In Japan, as shown in Fig. 1.2b, a similar situation
can be found at a permissive left-turn intersection where vehicles and pedestrians interact (Alha-
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jyaseen et al., 2012). During the time window necessary for vehicles to turn, these vehicles need to
directly interact with VRUs. Their behavior is largely guided by social protocols (right-of-way or
courtesy). In this manner, these intersections with their conflict areas are treated as temporarily
shared spaces.

The temporarily shared spaces of intersections have some unique impacts on traffic. Multiple
studies (Tarko, 2001; Fleck and Yee, 2002; Wong et al., 2004; Massaad and Massaad, 2020) have
proven that the operation of such intersections provides additional capacity for the turning lane,
reduces unnecessary delays for the turning vehicles and even lessens frustration during the wait.
Furthermore, it reduces energy consumption and pollution while slightly increasing the overall
capacity of the intersection. Counterintuitively, the operation of a TOR intersection does not show
a statistical connection with increased traffic accidents (Compton and Milton, 1994; Fleck and Yee,
2002; Yi et al., 2012). In some cases, it may even reduce vehicle-pedestrian collisions (Wong et al.,
2004).

1.2 Motivation and Research Objectives

Since their emergence, shared spaces have been studied and analyzed by different disciplines. One
important topic is recognition and prediction of road users’ behavior and analyzing critical situa-
tions. Statistics show that accidents between vehicles and VRUs often occur in places where they
confront each other (Choi, 2010; Habibovic and Davidsson, 2011; Shirazi and Morris, 2016). The
encouragement of direct interactions between vehicles and VRUs has caused a lot of concern about
traffic safety in shared spaces (Preusser et al., 1982; Alhajyaseen et al., 2012; Hamilton-Baillie,
2008; Gerlach et al., 2009). Nowadays, with the ubiquity of traffic data and the development of
computer vision techniques, there is a high chance of automatically recognizing individual road
users’ behavior from massive video data, especially detecting interactions between vehicles and
VRUs from various traffic scenes and then differentiating dangerous behavior (e. g., being unaware
of the other approaching road users or violating traffic rules) from normal behavior (e.g., acting
courteously and following traffic rules). Meanwhile, the foreseeable advent of autonomous driving
in urban areas (Franke et al., 1998), particularly in shared spaces with weakened traffic rules, highly
depends on automated systems that can correctly predict other road users’ behavior, i.e., their
intended trajectories in the next seconds. Accurate trajectory prediction of road users is a cru-
cial task in many other academic fields as well, not only for autonomous driving and Intelligent
Transportation Systems (ITS) (Morris and Trivedi, 2008; Cheng and Sester, 2018b), but also for
photogrammetry (Schindler et al., 2010; Klinger et al., 2017; Cheng and Sester, 2018a), computer
vision (Alahi et al., 2016; Mohajerin and Rohani, 2019) and mobile robot applications (Mohanan
and Salgoankar, 2018). Such systems are required to automatically process the input data ex-
tracted from the involved road users and environment in order to generate desirable output that
represents how road users interact and move, so as to support the decisions to be made in the
following steps.

However, road users’ behavior in shared spaces is dynamic and complex. Automatically learning
their behavior, therefore, is very challenging. In various situations of mixed traffic', a human
road user subconsciously anticipates others’ possible behavior (Gindele et al., 2010) based on the
information of road geometry, transport mode, distance, travel speed, orientation, audio signals,
body posture, gestures, and even small hints such as facial expressions, to adjust her or his own
movement accordingly. On the other hand, the dynamics of movement and mutual influence

'Tn this thesis, mixed traffic refers to the traffic that involves different types of human road users, which distinguishes
it from the mixed traffic of human road users and automated vehicles.
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between road users make their behavior stochastic. For instance, one road user may have to
change direction or travel speed to cope with a sudden change of motion from others. Moreover,
mixed types and varying numbers of roads users, as well as direct confrontations between vehicles
and VRUs greatly complicate foreseeing road users’ behavior in shared spaces. Unlike human road
users who gain and refine the ability of understanding and predicting other people’s behavior by
learning from experience over time (Gallagher and Frith, 2003), it is a big challenge for systems
like ITS or self-driving cars to automatically learn and predict road users’ behavior in such kinds
of environment. Given the ambiguities and uncertainties of traffic rules that are intentionally
introduced to shared spaces as well as the stochastic behavior of human road users, there is still a
long way to go until automated systems achieve human-level performance.

There are different methods for modeling road users’ behavior. The conventional methods use
hand-crafted rules and features to mimic road users’ behavior, such as force-based rules (Helbing
and Molnar, 1995) with attractive and repelling forces for influencing road user agents’ movement,
Cellular Automata (CA) (Bandini et al., 2017b) using a set of predefined rules for simulating
the movement of agents, and distance-based energy functions for modeling interactions between
agents (Pellegrini et al., 2009). Their performance is affected by the quality of manually designed
features and their lack of generalizability. Recently, with the advent of large real-world datasets
and the development of deep learning technologies (LeCun et al., 2015), deep learning methods
keep reporting state-of-the-art performance on benchmarks for behavior prediction (Alahi et al.,
2016; Gupta et al., 2018; Cheng et al., 2021c). Instead of using manually designed features and
rules, deep learning is a class of methods that automatically discover intricate structures of large
datasets by using representations of different levels of abstraction (LeCun et al., 2015).

This thesis is targeted at using deep learning methods that are trained using various sources of
real-world data for learning road users’ behavior in shared spaces. Due to the distinct constructions
of the two types of shared spaces described above, different aspects of road users’ behavior are
investigated. In the temporarily shared spaces of intersections, the trajectories of agents are, to
some extent, predefined by road geometry and markings, e.g., vehicle turning and VRUs cross-
walking (as shown in Fig. 1.1b). It is important to learn how vehicles and VRUs interact with each
other, i.e., whether the continuity of their behavior is interrupted by each other’s presence and
actions. However, if road users are not explicitly constrained by the space layout, they (especially
VRUSs) can move freely in different directions within the shared spaces (as shown in Fig. 1.1a).
Predicting the agents’ trajectory, e.g., their continuous orientation and speed, is the major task.
Therefore, two respective aspects of road users’ behavior are investigated: (I) interaction detection
of vehicle turning sequences in the temporarily shared spaces of intersections and (II) trajectory
prediction in shared spaces as a traffic design.

With regard to traffic and the agents involved, there are different definitions of interaction. The
concept of interaction with VRUs is closely related to the concept of conflict (Perkins and Harris,
1968). Interaction can range from collision to negligible conflict risk (Sayed and Zein, 1999; Svens-
son and Hydén, 2006). Saunier and Sayed (2008) defined an interaction as “a situation in which
two or more road users are close enough in space and time and their distance is decreasing”. Sim-
ilarly, Svensson and Hydén (2006) described an interaction between road users as “a continuum
of safety related events”. Both concepts emphasize that an interaction is not static but rather
dynamic and evolves over time, which represents a changing level of reaction between road users.
In this thesis, interaction detection is defined as follows:

Interaction is needed if the turning vehicle drives into an intersection while any VRUs
are approaching or moving within the intersection space, in order to avoid any conflicts
that might happen at any time during the vehicle’s turning, they adapt their movement,
i.e., velocity and orientation, accordingly. In contrast to this, no interaction is needed
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if the target vehicle drives in an undisturbed manner with VRUs—if there are any—in
its neighborhood. The task of interaction detection is to differentiate interaction and
non-interaction levels through the dynamics of the vehicle turning sequence.

Moreover, this thesis follows previous works (Helbing and Molnar, 1995; Alahi et al., 2016; Rudenko
et al., 2020) in its definition of trajectory prediction:

Trajectory prediction means predicting in 2D or 3D the plausible (e.g., collision free)
and socially-acceptable (e.g., considering social rules and relations between agents)
positions of non-erratic target agents at each discrete time step within a predefined
future time interval relying on observed partial trajectories over a certain period of
time. A target agent is defined as the dynamic object for which the actual prediction
is made. In this thesis, an agent refers to a road user that could be a pedestrian, a
cyclist, a vehicle, or any other type of road user.

1.3 Proposals and Contributions

The tasks of interaction detection and trajectory prediction in shared spaces require learning
the stochastic behavior of heterogeneous road users. As discussed above, both types of shared
spaces described in Sec. 1.1 are dynamic and complex. The behavior of a road user can present
multimodalities in interactions with others. Here, multimodality means that the road user in a
traflic situation can act differently, e. g., move at a different speed in different directions and choose
one path out of multiple possible paths. Hence, it is essential for a model to map one deterministic
input to many possible outputs. In the context of interaction detection and trajectory prediction,
the deterministic input is the observation of the road user’s past motion, such as a clip of a video
recording at an intersection or the road user’s past trajectory, and the output is one of the many
possible patterns of motion to be recognized in the next seconds.

This thesis proposes to use deep generative models to address the above one-to-many mapping
problem. Deep generative models are the class of deep learning methods that learn the distributions
of the input data and generate new data instances based on the learned distributions. In this,
they are different from the other class of discriminative deep learning methods. For example,
discriminative models commonly resort to objective functions that minimize the distance between
the pair of ground truth and predicted output. These objective functions often lead to the models
predicting the “average” results. The commonly used generative models are Generative Adversarial
Networks (GANs) (Goodfellow et al., 2014) and Variational Auto-Encoder (VAE) (Kingma and
Welling, 2014; Kingma et al., 2014), as well as the extension of VAE—Conditional Variational
Auto-Encoder (CVAE) (Rezende et al., 2014; Sohn et al., 2015). Both GANs and VAE are able
to generate diverse outputs by sampling from some prior distribution with uncertainty, such as
Gaussian distribution. Interaction detection and trajectory prediction are conditioned on the
observations of road users’ past motion. Hence, more specifically, this thesis proposes to use
conditional generative models based on CVAE. The proposed models incorporate a generative
module that is trained to encode the motion and interaction patterns with a set of random variables,
the so-called Gaussian latent variables. In this way, the models are able to perform probabilistic
inference and make diverse predictions conditioned on the observation of past motion.

In addition, attention mechanisms are incorporated into the generative models to automatically
extract spatio—temporal relationships for predicting road users’ behavior. Attention mechanism
is a technique used in deep neural networks for mapping the salient features of the input data to
the output data. It was initially invented for machine translation but quickly applied to image
processing as well (Xu et al., 2015). Nowadays, the Transformer network with a self-attention
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mechanism (Vaswani et al., 2017) is the most widely used attention network for processing sequen-
tial data.

Large-scale realistic data is leveraged for training and testing conditional generative models for
interaction detection and trajectory prediction. Table 1.1 lists all the datasets that are used in this
thesis, which cover a wide variety of real-world traffic activities in different places and countries.
Interaction detection is carried out by directly using video frame sequences that record varying
traffic situations between vehicles and VRUs in the temporarily shared spaces of two intersections.
Trajectory prediction is carried out by using the trajectories provided by other datasets, in which all
the trajectories have been projected on a 2D plane with a bird’s-eye view for trajectory prediction.
All the datasets were acquired from a third-person perspective by a static camera for both the
interaction detection and trajectory prediction tasks. Unlike approaches using the ego-perspective
from a target agent (Geiger et al., 2013), the focus of this thesis is the behavior of any dynamic
object (agent) on the surface of the areas of interest. A third-person perspective facilitates the
observation of all agents, rather than focusing on a single one.

Table 1.1: List of datasets used in this thesis.

Dataset Reference Country  Public Type View Application

KoW Koetsier et al. (2019) Germany no intersection  oblique interaction detection
NGY Cheng et al. (2020c) Japan no intersection  oblique interaction detection
HC Cheng et al. (2019) Germany  yes  shared space bird’s-eye trajectory prediction
HBS Pascucci et al. (2017) Germany no shared space bird’s-eye trajectory prediction
Gates3 Robicquet et al. (2016) US yes  shared space bird’s-eye trajectory prediction
TrajNet* Sadeghian et al. (2018a) mainly US  yes  shared spaces bird’s-eye trajectory prediction
inD Bock et al. (2019) Germany yes  intersections bird’s-eye trajectory prediction

*TrajNet is a super-set that contains several other public datasets; more details are given in Sec. 6.2.2.1

As the specific challenges may differ for the tasks of interaction detection and trajectory prediction,
corresponding strategies are used to tackle the respective challenges. Therefore, these two tasks
are further broken down and addressed accordingly.

1.3.1 Interaction Detection

To achieve automated detection of interactions between vehicles and VRUs; the following challenges
have to be tackled: (I) How to efficiently acquire, process, and label a large amount of video data
for training a deep learning model for interaction detection considering all relevant road users?
(IT) How to automatically detect the location and motion of the involved road users? (III) How to
represent the dynamics of interactions in vehicle turning sequences of varying duration?

Considering the above challenges, a generative model is proposed for detecting interactions between
turning vehicles and VRUs directly from traffic video data. The contributions of this thesis,
therefore, are as follows:

1) Processing large-scale real-world datasets in both right- and left-hand traffic. Various activities
among all road user types were recorded using a camera at a right-turn intersection in
Germany and a left-turn intersection in Japan for very busy traffic flows. The video data
was manually annotated and divided into vehicle-turning sequences with interaction class
labels interaction and non-interaction by multiple annotators.
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2) Automatically extracting dynamic information. Deep learning object detectors were lever-
aged to automatically detect all related road users. At the same time, optical flow was used
to extract the motion of road users. The combination of object detection and motion ex-
traction enables the model to capture the dynamics of all the road users and circumvent the
tremendous work of manual tracking.

3) An end-to-end conditional generative model with a self-attention mechanism for interaction
detection. After the data acquisition and pre-processing, an end-to-end conditional gener-
ative model is proposed for interaction detection. The proposed model uses the extracted
sequence of both object and motion information simultaneously and generates a probability
of interaction at each short interval (< 0.1seconds). The probability changes accordingly
when the intensity of interaction changes between a turning vehicle and VRUs over time.

1.3.2 Trajectory Prediction

To achieve effective and accurate trajectory prediction of heterogeneous agents, the following ques-
tions have to be addressed: (I) How to model the complex behavior and uncertain intention of each
agent? (II) How to map the interactions between dynamic objects (i. e., interactions between the
target agent and its neighboring agents) and static environment (i.e., the constraints by physical
contexts such as buildings, vegetation and obstacles)? (III) As there is usually more than one
socially acceptable path that an agent could take in the future, how to predict multiple possible
paths?

To address this second set of challenges, conditional generative models are proposed to generate
diverse patterns of future trajectories of heterogeneous agents in various shared spaces. The
contributions are summarized as follows:

1) Modeling agent-to-agent interactions by mapping. In order to explore how to accurately
capture the interactions between agents, different mapping mechanisms are investigated,
such as occupancy grid, dynamic maps with a self-attention mechanism, and differentiating
group and non-group behavior using density-based clustering.

2) Modeling agent-to-environment interactions. To explore the effect of the environment, three
types of scene context are studied: motion heat maps that describe the prior of how different
agents move; an aerial photograph image that provides global visual information of the
scene; and accessibility maps that define the accessible areas with respect to the road agents’
transport mode, such as a pedestrian, cyclist, or vehicle.

3) Multi-path trajectory prediction. The generative models predict multiple socially acceptable
and plausible trajectories conditioned on the given past trajectory for all the heterogeneous
agents in shared spaces.
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1.4 Structure of the Thesis

This thesis is structured as follows:

Chapter 2 gives a brief introduction to deep learning (Sec. 2.1) and provides the fundamental meth-
ods adopted in this thesis for learning road users’ behavior. The fundamental methods include two
state-of-the-art deep learning approaches for object detection and classification (Sec. 2.2), the dense
optical flow algorithm for motion extraction (sec. 2.3), the spatial clustering algorithm Density-
Based Spatial Clustering of Applications with Noise (DBSCAN) (Sec. 2.4), the Transformer en-
coder with a self-attention mechanism (Sec. 2.5), and the theories of conditional generative models
VAE and CVAE (Sec. 2.6).

Chapter 3 discusses the related works and identifies the research gaps for interaction detection
(Sec. 3.1) and trajectory prediction (Sec. 3.2).

Chapter 4 details the methodological contributions made by the author for automated interaction
detection using video data (Sec. 4.1) and multi-path trajectory prediction of heterogeneous road
users in shared spaces (Sec. 4.2).

Chapter 5 first introduces the two datasets acquired from Germany and Japan (Sec. 5.1), and then
demonstrates the detailed experiments (Sec. 5.2), results (Sec. 5.3) and discussions (Sec. 5.4) for
interaction detection.

Chapter 6 investigates three different frameworks tested on various realistic open-source datasets
for trajectory prediction in shared spaces, namely, Multi-Context Encoder Network (Sec. 6.1),
Attentive Maps Encoder Network (Sec. 6.2), and Dynamic Context Encoder Network (Sec. 6.3).

Chapter 7 contains conclusions (Sec. 7.1) and provides an outlook to possible future research
(Sec. 7.2).



2 Concepts of Deep Learning and Fundamental Methods for Behavior
Modeling

This chapter provides a brief introduction to deep learning, the basic models, algorithms and
networks, which have been adopted in this thesis for interaction detection and trajectory prediction.
The theories and mathematics are adapted from the referenced papers.

2.1 Introduction to Deep Learning

Deep learning is a type of representation learning. According to (LeCun et al., 2015), “deep learning
methods are representation-learning methods with multiple levels of representation, obtained by
composing simple but non-linear modules that each transform the representations at one level
(starting with the raw input) into a representation at a higher, slightly more abstract level.” These
methods use the backpropagation (Rumelhart et al., 1986) algorithm to discover intricate structures
in large datasets, indicating how a machine should adjust its internal parameters for computing the
representation at each level (layer) from the representation at the previous levels. In the paradigm
of deep learning, Convolutional Neural Networks (CNNs) have achieved remarkable successes in
image processing, such as object detection and classification (Redmon et al., 2016; Redmon and
Farhadi, 2017, 2018; Zhao et al., 2019a), whereas Recurrent Neural Networks (RNNs) have made
considerable progress in sequential data modeling, such as trajectory prediction (Alahi et al., 2016;
Lee et al., 2017; Gupta et al., 2018; Zhang et al., 2019).

This section aims to give a very brief introduction to the basic concepts of the networks that are
used in this thesis. A more thorough introduction to deep learning than this thesis can provide
can be found in (Goodfellow et al., 2016).

2.1.1 Feed-Forward Network with Backpropagation

The feed-forward network is the simplest neural network of deep learning, in which nodes are
connected in a forward way with no cycle or loop. Fig. 2.1a shows a feed-forward network that
consists of an input layer (gray), a hidden layer (green), and an output layer (blue). The nodes
represent the neurons in each layer and the edges represent the connection with weights of neurons
between layers. The arrows of the edges indicate the flow from the input layer to the output
layer. The input after some non-linear transformation is transferred from one neuron to another.
Neurons in deep learning are named after biological neurons, and non-linear transformation, also
called activation, mimics the firing of biological neurons.
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Output layer Output layer

Hidden layer Hidden layer

Input layer Input layer

(a) Forward propagation (b) Backward propagation

Figure 2.1: An example of a feed-forward network. The nodes represent neurons, the edges represent con-
nections between neurons, and the arrows indicate the flow direction.

Mathematically, a feed-forward network can be expressed by learning a representation from the
input & to the output y through stacked non-linear transformations. A simple input—hidden—
output feed-forward network is formulated as follows:

2D = Whg 4 50, (2.1)
aV = g(zM), (2.2)
z? = W2a®) 4 p?), (2.3)

y = o(z?), (2.4)

where z denotes the intermediate output of a linear transformation, W stands for weights and b
for bias. The superscripts denote the index of the layers that start from 0, i.e., the input layer. o
is a non-linear activation function.

Activation functions are commonly used in neural networks, mainly for the purposes of (1) con-
straining the values of z to a certain range and (2) introducing non-linear transformations to the
neural networks. If the intermediate values are not constrained, they may expand to a very high
magnitude due to, e.g., the large number of stacked layers of a neural network. This can lead to
undesirable performance and computational issues. More importantly, without non-linear transfor-
mation, the stacked layers can only perform linear transformation, which keeps the network from
solving more complicated and non-linear problems. In fact, many tasks such as image classification
problems are non-linear problems and therefore require non-linear mapping from the input data
to the output data.

The most basic non-linear activation functions are denoted by the following equations:

. . 1
Sigmoid: o(z) = rpnp—t (2.5)
e —e®
h: = — 2.
tan o(z) prp— (2.6)
ReLU: o(z) = max(0,z), (2.7)
Softmax: o(z) = 1571 (2.8)

Ej:l e’
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where ¢ = 1, --- N, denoting the index of the single value of z = {z1, --- 25 }. The Sigmoid
function returns the real values in the range of (0,1) with a monotonically increasing trend. The
Hyperbolic tangent (tanh) function also has a monotonically increasing trend, but the returned
real values are in the range of (—1,1) with the central value being zero. The Rectified Linear Unit
(ReLU) function returns the identical values of the positive input and resets the negative input to
zero, which is much easier to compute than the other activation functions and is therefore widely
used for non-linear transformation in neural networks. The Softmax function is very similar to
the Sigmoid function, but the sum of the values given by the Softmax function is normalized to
one. It is often used to calculate the probabilities for classification problems. There are, of course,
many other non-linear activation functions used in neural networks. But they are not adapted in
this thesis. Hence, they are not introduced here.

The objective is to learn a set of parameters (weights and bias) that optimize the error between the
output of the network and the so-called ground truth summed over all the data points of a dataset.
This particular error is also called loss or cost, as denoted by E. Without loss of generality, let g(z)
denote the mapping of the input data point x by the feed-forward network. The loss is defined as

E= Zc(yn —9g(zn)), (2.9)

where C stands for a loss function and n for the index of a data point.

The backpropagation algorithm (Rumelhart et al., 1986) is employed to calculate the gradients
with respect to weights and bias of the multi-layer stack of modules, as shown in Fig. 2.1b. In
terms of the above feed-forward network, the gradients regarding the weights and bias in each layer
are calculated using the chain rule as follows:

OE  OFE 0y 0z

TWD ~ Oy 520 oW D’ (2.10)
0B _0E 9y 0z¥ (2.11)
ob2 9y 02(2) 9b2)’ :

OE _9E 9y 9z 9alV) 92V (2.12)

OWW) 9y 922 9aV) 9z(1) W)’ '
OE _9E Oy 9z 9aV) 92 (2.13)
ob) 9y 922 9aV) 9z(1) opL) ’

Afterwards, gradient descent is applied to adjust the weights and bias of the network in each layer.
For example, the formulas (2.14) and (2.15) calculate weight and bias, respectively, for the [-th
layer. The learning rate Ir specifies how fast these adjustments should be made according to the
gradients. In this context, it should be noted that the backpropagation algorithm can be easily
generalized to a network with more hidden layers. For simplicity’s sake, however, only one hidden
layer is given in the exemplary network.

WO WO _p x 8(\73VE(1)’ (2.14)
E
b b —1r x ;(l). (2.15)

The stochastic gradient descent (Bottou, 2010) method is widely applied for optimizing the loss
of a network. Instead of computing the gradients exactly using a whole dataset, the network is
shown a few examples of input data for computing the outputs and errors. The average gradient

11
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for those examples is used to update the weights and biases accordingly. It turns out that after a
certain number of training iterations, the network can quickly find a good set of parameters (LeCun
et al., 2015). Thanks to the stochastic procedure, the gradients can be calculated on the fly in
each iteration with a small number of examples, thereby significantly reducing the burden of
computational cost.

2.1.2 Convolutional Neural Network

A convolutional neural network (CNN) is a type of neural network most commonly used for pro-
cessing data in the form of multiple arrays with a grid pattern, particularly images (LeCun et al.,
2015; Yamashita et al., 2018). The architecture of a CNN is designed in a way which enables the
network to automatically learn representations from low levels (e. g., edges and shapes of objects)
to high levels (e. g., object classes) of spatial hierarchies. A CNN typically consists of one or several
blocks that contain convolutional and pooling layers, as well as a fully connected layer in the last
part of the network. Fig. 2.2 shows a simple CNN.

Fully connected

Flatten layer
Convolutional layer Pooling layer ( 1 ——
Kernel \ _ _ _
|| L tree
|| || building
L || | | road
|| T - o
L L L S
©
u u N =1
> AN |
90 N
@) | ] ] |
@{S‘ L L] L] people
Input - J
Activation

Figure 2.2: Architecture of a convolutional neural network. It mainly contains a block of a convolutional
layer, a pooling layer, and a fully connected layer.

A convolutional layer uses the so-called kernels to extract local features. A kernel (also called
filter) is a small array (widthxheightxchannel) of real values (weights). In the forward pass,
each kernel slides across the width and height of the input array and conducts the element-wise
multiplication between the kernel and the input at any position, as denoted by the blue rectangles
in Fig. 2.2. Then the sum of the products is passed through a non-linear activation function. The
tensor that stores the output values in the corresponding positions is called a feature map. In the
convolutional step, the shared weights of a small kernel that slides across the whole input turn the
convolution into a fast and computationally efficient process.

A pooling layer adds a downsampling operation after a convolutional layer. It reduces the spatial
size of the representation in each layer so as to reduce the number of parameters, variance of small
shifts and distortions of the local features. The most commonly used pooling functions are the max
pooling, average pooling, and global average pooling functions. The max pooling function outputs
the maximum value of each patch of a feature map and discards the other values. In a similar
way, the average pooling function calculates the average value of each patch of a feature map. The
global average pooling function, however, is different from the max and average pooling functions
that compute the values of patches of a feature map locally. Instead, the global average pooling
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function outputs the average value of each feature map, which is used to partially or completely
replace the fully connected layer when the number of feature maps is equal to the dimensionality
of the output vector.

In the last part of a CNN, e. g., the output of the last convolutional and pooling layers (as shown
in Fig. 2.2), is reshaped into a flattened feature vector. Then a fully connected layer, also called
dense layer, is added to connect every entry of the flattened feature vector. In the end, an
activation function is used to convert the output into a desirable range, e. g., the probabilities for a
classification task. Similar to a feed-forward network, the backpropagation algorithm is employed
to compute the gradients for adjusting the weights! of the network in order to optimize the loss
between ground truth and prediction.

2.1.3 Recurrent Neural Network

A recurrent neural network (RNN) is another type of neural network. In contrast to CNN, how-
ever, it is most useful when working with time-dependent data, such as natural languages and
sound. Feed-forward networks and CNNs assume that values of inputs (or outputs) are indepen-
dent from each other and there is no time dependency from one value after another. RNNs can be
distinguished from these networks by taking a closer look at the way that the “memory” of RNNs
propagates the information step by step from the input sequence to the output sequence, thereby
enabling the networks to learn a representation of time dependency. Fig. 2.3 shows a simple RNN
architecture with one hidden layer. The output h; of the hidden layer not only depends on the
current input x;, but also on the information from the previous time step.

Output layer @

Hidden layer —»!

Input layer

Time axis

Figure 2.8: Architecture of a recurrent neural network.

The backpropagation algorithm is employed to train RNNs by adjusting the weights of the networks
as well. Due to the time dependency, in an RNN, weights at each time step are summed in the
backpropagation from the output layer to the input layer. This is a bottle neck for training RNNs
with long time intervals using the gradient descent method (Bengio et al., 1994). If the gradient
at each step is too small or too large, the summed gradients in long sequences will vanish or
explode due to the chain rule with the operation of multiplication over time. The backpropagation
algorithm cannot learn from vanished gradients. An RNN will turn out to be unstable if the
weights of the network become too large, e.g., a small change of input will lead to a very big
change of output.

Long Short-Term Memory (LSTM) proposed by Hochreiter and Schmidhuber (1997) is one of
the many architectures to remedy the so-called “gradient vanishing and exploding problem”, and

'For simplicity’s sake, the bias is not mentioned in the networks.
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to facilitate the training process using the gradient descent method. Instead of constructing a
single layer, LSTM constructs four layers that interact with each other through dedicated gates,
as denoted by the green blocks in Fig. 2.4. Gates are used to control the amount of information to
be passed through the time axis. The key idea of LSTM is the memory cells that store information
at each step. A memory cell ¢;_1 at step t — 1 interacts with the output h; 1 and the new input
x¢ through different gates, generating the updated memory cell ¢;, which—in turn—is then used
to generate the new output h; for the next step. In comparison to a conventional RNN, memory
cells are found to be better at finding and exploiting long-range time dependencies in sequential

data (Graves, 2013).
)
Outpu v

Output
gate

Figure 2.4: Architecture of Long Short-Term Memory.

The following equations demonstrate the process of updating of the memory cell and the output
this creates at each step.

ft:O'(Wf"Et-f-Ufht,l—f—bf), 2.16
it = O'(Wixt + U;hi1 + bl), 2.17
Ot =0

¢ = tanh(Wezy + Uchy—q),

(2.16)

(2.17)

(Wozy + Ughi—1 + by), (2.18)
(2.19)

ct = froci—1+itocy, ( )
(2.21)

hi = o o tanh(c),

where f stands for the forget gate, ¢ for the input gate, and o for the output gate. ¢ is the current
input cell before the input gate and ¢ is the memory cell. h denotes the output of the hidden
layer. W and U are trainable weights, and b is trainable bias. The subscript of each variable
denotes the time step and o stands for the element-wise product. o denotes the Sigmoid activation
function and tanh the Hyperbolic tangent activation function. All of the above gates are non-linear
transformation of the input and output using the Sigmoid activation function. The forget gate f,
defined by Eq. (2.16), determines how much the memory cell ¢;_; at the previous step is retained
to the memory cell ¢; at the current step. The input gate i, defined by Eq. (2.17), determines how
much of the input x; of the network is saved to the current memory cell ¢;. The output gate o,
defined by Eq. (2.18), determines how much of the memory cell ¢; is used to produce the output
h: of the hidden layer.
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It should be noted that Gated Recurrent Unit (GRU) (Cho et al., 2014) is another widely used
architecture of RNNs. However, GRU is not adopted, and thereby the comparison of LSTM and
GRU is not presented in this thesis.

2.2 Approaches for Object Detection and Classification

In this section, two deep learning approaches for object detection and classification are introduced.
They are both applied in the study of interaction detection for extracting object information from
video frames.

2.2.1 You Only Look Once

YOLO (Redmon et al., 2016) has been one of the most widely used deep learning object detectors
in recent years. It reframes object detection as a single regression problem of predicting the
bounding box coordinates (center x, y, width and height) as well as the probability of an object
class from image pixels. The input image is divided into a S x S grid, and then a neural network
uses the features from the entire image to detect objects. The name “YOLO” is derived from
the prediction process used by the network: “you only look once (YOLO) at an image to predict
what objects are present and where they are”. Compared to other two-stage object detectors,
such as R-CNN (Girshick et al., 2014), which first uses region proposals for detecting potential
bounding boxes and then runs a classifier for each box, the one-stage detector YOLO is much faster
and achieves a relatively good performance at real-time speed (45 frames per second). Eq. (2.22)
denotes the detection process:

P(Class;|Object) * P(Object) * IOUTYE — P(Class;) * [OUTuLh (2.22)

pred — pred *

The conditional probability represents the probability of an object which belongs to a certain
class P(Class;|Object) being detected within a given grid. In this case, P(Object) * IOU;‘Qfﬂh is
the confidence of the bounding box containing that object. If there is no object detected in the
background, the confidence is set to zero. Otherwise, the confidence should—ideally—to be equal
to the Intersection of Union (IOU) between the predicted bounding box and the ground truth,

denoted as IOUg‘é&h.

The second version YOLOvV2 (Redmon and Farhadi, 2017) was proposed to further enhance the
performance of detection. The first version of YOLO struggles with localization (i.e., with fitting
the predicted bounding box correctly to the ground truth object) and relatively low recall (i. e., ob-
jects often remain undetected). In order to maintain the computational speed while at the same
time improving the detection performance, several strategies are implemented in the later version
as follows:

— Batch normalization is added to all of the convolutional layers in YOLO to help the model
converge. Batch normalization (Ioffe and Szegedy, 2015) is a commonly used technique that
reduces internal covariate shift over batches, i.e., the change in the distributions of internal
nodes of a deep network via training. This technique allows for a much higher learning rate
and less careful initialization to accelerate the training process.

— A higher resolution classifier trained on large images is used for detection. In YOLOvV2, the
classification network is fine-tuned at the full 448 x 448 resolution, instead of 224 x 224.

— A convolutional prediction layer with anchor boxes is used for predicting bounding boxes
with predefined box shapes. Instead of predicting the box coordinates directly, this strategy
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is used to predict the offset and confidence for anchor boxes, which facilitates the training
process.

— The clustering algorithm K-means is used to select the representative anchor boxes that cover
most of the ground truth bounding boxes of the data.

— Multi-scale training is used to guide YOLO to learn objects of different sizes by randomly
scaling the input images to different sizes.

— The feature extraction backbone network Darknet-19 that has 19 covolutional layers and 5
max pooling layers is designed as the base for detection with faster speed, compared to the
previous YOLO.

— In addition, a variant of YOLOv2, named YOLO9000, is jointly trained for detection and
classification on different datasets, enabling the model to detect more classes of objects than
the previous version.

In the third version YOLOv3 (Redmon and Farhadi, 2018), the performance of object detection
has been further improved. The most important change in YOLOv3 compared to YOLOvV2 is the
base model Darknet. The new Darknet (Darknet-53) has 53 convolutional layers that make the
model more accurate for object classification and detection. In this thesis, YOLOv3 is applied for
detecting different road users, e. g., pedestrians, cyclists, motorbikes, cars, trucks, and buses.

2.2.2 Multi-Level Feature Pyramid Network

Another deep learning object detector adopted in this thesis is called M2Det. It is a Multi-Level
Feature Pyramid Network (MLFPN) for detecting objects of different scales (Zhao et al., 2019a).
In practice, different objects may appear in similar size, while—conversely—objects of the same
class may appear in different sizes, a fact which proves problematic for many object detectors
including the early version of YOLO. To address this challenge, MLFPN was proposed to extract
features in different representation hierarchies from the input images after the backbone network
and predicts the bounding box and category score for the detected objects. Similar to YOLO,
M2Det is also an one-stage object detector. On the other hand, M2Det uses an established image
classification backbone, VGG (Simonyan and Zisserman, 2014b) or ResNet-101 (He et al., 2016)
for processing the initial input images, whereas YOLO uses the dedicated classification model
Darknet for this purpose.

MLFPN consists of three modules, namely, the Feature Fusion Module (FFM), the Thinned
U-shape Module (TUM) and the Scale-wise Feature Aggregation Module (SFAM), as shown in
Fig. 2.5.
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Figure 2.5: The framework of M2Det. The figure is adapted from (Zhao et al., 2019a).
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2.3 Optical Flow

There are two Feature Fusion Modules that fuse features from different levels. FFMv1 fuses the
different levels of feature maps from the backbone network and enriches the Base feature with
semantic information. FFMv2 takes the Base feature and the largest output feature map from the
previous TUM as input and generates the fused feature for the next TUM. TUM, in turn, adopts a
thinned U-shape encoder—decoder structure and generates a group of multi-scale features. SFAM
aggregates these multi-level multi-scale features (e. g., shallow, medium and deep) into multi-level
feature pyramids, which are used to predict the bounding box and category score for the detected
objects. Given its state-of-the-art performance and comparatively high processing speed, it is also
applied in this thesis for detecting different road users.

2.3 Optical Flow

Horn and Schunck (1981) defined optical flow as the distribution of apparent velocities of movement
of brightness patterns in an image. It is widely used in e. g., motion based segmentation and video
stabilization. With the assumptions that the brightness at a point in the image does not change
and the brightness of the neighboring points changes smoothly, optical flow can be calculated from
one frame to the consecutive frame.

Given the assumption of constant brightness, the brightness of a point (x,y) does not change after
a short time. This is denoted by the equation

flz,y,t) = f(x+ dz,y + dy, t + dt), (2.23)

where f is the brightness function. The above equation can be written as the Taylor Series

flz,y,t) = f(z,y,t) + gdm + gdy + ﬁdt,

ox oy ot
of of of . _
axd:n—i— aydy+ 5t dt =0,

qu+fyv+ft :07

(2.24)

where u and v are the optical flow (velocities) in the z- and y-axis on a 2D plane.

In this thesis, the Gunnar-Farneback method is applied to compute optical flow, which is also
called dense optical flow. Farnebdck (2003) proposed the two-frame motion estimation based on
polynomial expansion to approximate the neighborhood of each pixel with a polynomial. The local
signal model in quadratic polynomials is expressed as

fz,y) ~r1 +rox+r3y + rax? + r5y* + rexy,

()G Qe e

=xTAx+bTx +¢,

where r; denotes the polynomial coefficients, x stands for a 2D vector in a local coordinate system,
A is a symmetric matrix, b a vector and ¢ a scalar. T stands for the transpose operation. A
weighted leastsquares fit is applied to estimate the coefficients in the neighborhood. There are
two components carried by the weights: certainty and applicability. According to the assumption
of smoothness, the certainty is set in such a way that the close neighborhood points have more
impact on the coefficient estimation than the outside points. In accordance with the position, the
applicability determines the relative weight of the neighborhood points.
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2 Concepts of Deep Learning and Fundamental Methods for Behavior Modeling

Displacement Estimation is used to analyze how a polynomial undergoes an ideal translation. A
quadratic polynomial for the first image is denoted as

filz,y) =xTA;x +bx + ¢ (2.26)

After a global displacement of d, the new signal’s quadratic polynomial for the second image is
denoted as

fo(z,y) = filx —d),
= (X — d)TAl(X — d) +b’1r(X — d) +c1,

2.27
=xTA1x+ (b; —2A,d)"x +dTA;d — bfd + ¢, (2.27)
=xTAyx + ng + c2,
from which one can derive that
Ag = Ay,
by = b; — 2A1d,
cg =dTA;d —bTd +c.
If Ay is non-singular, the translation d can be solved as
L
d= —§A1 (ba — by). (2.28)

Due to e.g., signal noises, it is not realistic to calculate the global translation based on two signals,
where A; = Ag. To remedy this in a more practical way, the global polynomial in Eq. (2.26) is

substituted by
A A
Alx) = A1) JQF 2(x) (2.29)

and

Ab(x) = —%(b2 “by). (2.30)
By plugging Eq. (2.30) into Eq. (2.28), the following constraint can be derived:
A (x)d(x) = Ab(x), (2.31)
d=(ATA) '(ATAD). (2.32)
The error of the estimation can be calculated as

e(x) = |Ad — Ab|]%. (2.33)

The above equations solve the point-wise displacement. However, the point-wise displacement
often turns out to be noisy due to the varying errors. Farnebdck (2003) made the assumption
that the displacement field is only slowly varying, which is in line with the smoothness assumption
made in (Horn and Schunck, 1981). Therefore, the information over a neighborhood of each pixel
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2.4 Spatial Clustering

is integrated, i.e., finding d(x) that satisfies Eq. (2.31) as much as possible over the neighborhood
of x, denoted as I. Then the error of the estimation is depending on the displacement field.

e(x) = Z w(Ax)||A(x + Ax)d — Ab(x + Ax)|?, (2.34)
Axel

where w(Ax) is a function to weigh the impact of the points in the neighborhood I of x, and the
error is the sum of the weighted errors over the neighborhood. The minimum error is solved by
the weighted leastsquares fit.

In this thesis, the dense optical flow algorithm is used to compute the motion of dynamic objects
over consecutive video frames.

2.4 Spatial Clustering

Density-Based Spatial Clustering of Applications with Noise (DBSCAN), is a prominent approach
to clustering spatial objects (points). Other approaches are partitioning algorithms (e. g., k-means
and k-medoids) and hierarchical algorithms. As its name states, DBSCAN clusters spatial data
points based on density (Ester et al., 1996). Within each cluster, the density of points is consid-
erably higher than the density outside the cluster. In other words, the density within the areas of
noise (non-clustered points) is lower than the density in any of the clusters. Mathematically, the
density in the neighborhood of a given radius of a cluster has to exceed a threshold MinPts, con-
taining a minimum number of points. A distance function dist(p, ¢) measures the distance between
the points p and ¢ and determines the shape of the neighborhood. Commonly used distance func-
tions are, e. g., Manhattan distance and Fuclidean distance. The definition of the e-neighborhood
of the point p is denoted by N(p) as

Ne(p) = {q € D|dist(p, q) < €}, (2.35)

where € stands for the threshold of the maximum distance, determining whether the given point ¢
from the dataset D belongs to the neighborhood of p.

Two kinds of points, border and core points, are characterized differently according to their reach-
ability and connectivity. An e-neighborhood of a border point contains significantly fewer points
than an e-neighborhood of points inside the cluster. The following definitions specify the reacha-
bility and connectivity of a point.

(1) If every point ¢ is inside the e-neighborhood of p and N(p) contains more than MinPts points,
then g is directly density-reachable from p, and p satisfies the core point condition.

q € N¢(p) and, (2.36)
INe(p)| > MinPts (core point condition). '
(2) If point ¢ is connected through a chain of points {q1,--- , ¢}, such that ¢ = p, ¢, = ¢, and

@i+1 is directly density-reachable from g¢;, then g is density-reachable from p both w.r.t. ¢ and
MinPts.

(3) If there is a point o such that both ¢ and p are density-reachable from o w.r.t. € and MinPts,
then ¢ and p are density-connected.

Based on the above definitions of reachability and connectivity, a cluster is defined as a set of
density-connected points. The cluster is maximal w.r.t. density-reachability. Points in the dataset
D that do not belong to any cluster are called noise.
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2 Concepts of Deep Learning and Fundamental Methods for Behavior Modeling

The DBSCAN algorithm uses a recursive two-step process to find all the clusters:

— For step one, it starts with an arbitrary point p from the dataset D and checks if p satisfies
the core point condition regarding the given parameters e and MinPts. Otherwise, if p is a
border point and no points prove to be density-reachable from p, the DBSCAN algorithm
moves on to the next point of the dataset.

— For step two, if p is a core point, the DBSCAN algorithm retrieves all points that are density-
reachable from p. This procedure yields a cluster w.r.t. ¢ and MinPts.

Compared to other partitioning or hierarchical clustering algorithms, DBSCAN requires no prior
knowledge of the number of clusters or a cutoff of the hierarchy, making it more efficient when
dealing with clusters with arbitrary shapes. This is essential for automatically clustering road
users according to group behavior, when the size of each group is not known as a prior. Therefore,
DBSCAN is used in this thesis for pedestrian group detection.

2.5 Transformer Encoder with Self-Attention

The Transformer network has been proposed by Vaswani et al. (2017) for natural language pro-
cessing and sequence modeling. One commonly used structure for mapping an input sequence to
an output sequence is an encoder—decoder structure. First, the encoder maps the input sequence
(x1,--- ,x,) to asequence of representations (hy,--- , hy), then the decoder takes over, generating
an element at a step for the output sequence (yq,- - ,y,,) using the given representations. For ex-
ample, in an RNN;, this process is done one step after another. However, the time dependency leads
to increasing difficulty for information propagation, especially over a long sequence. This recurrent
architecture also causes problems for optimization via stochastic gradient descent (LeCun et al.,
1989), the so-called gradient vanishing and exploding problem already mentioned in Sec. 2.1.3.
Even though there are many sophisticated approaches, such as LSTM and GRU to remedy this
problem, none of them changes the underlying recurrent structure. The Transformer network uses
a totally different architecture to address this problem. It eschews recurrence and relies entirely
on a self-attention mechanism to draw global dependencies between input and output. Parallel
computing is another advantage of the Transformer network compared to RNNs, since the time
dependency is no longer computed one step after another.

Add &Norm

Feed Forward

Add &Norm SEaIéd lD.?)'t-

: product
Multi-Head '
, attention
Attention

it TT

1
— Input Voo Ky

Q K V

Figure 2.6: The Transformer encoder with a self-attention mechanism. Add stands for adding an identity
mapping using a shortcut connection (He et al., 2016), Norm for layer normalization (Ba et al., 2016), Feed
Forward for a feed-forward network, Concat for concatenation, and MatMul for matriz multiplication.
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2.5 Transformer Encoder with Self-Attention

The self-attention mechanism is analogous to retrieving desirable data from a database by a query
that matches the keys connected to the corresponding values. In other words, the self-attention
mechanism can be described as mapping a query and a set of key—value pairs to an output, with
the query (Q), keys (K) and values (V) all being vectors derived from the input? itself through
linear transformation, as denoted in Fig. 2.6. First, @, K and V are separately obtained by three
linear transformations with the same input:

Q = XWq,
K = XWkg, (2.37)
V= XWy,

where Wy, Wi, Wy € RIx %k are the trainable parameters and dx is the dimensionality of the
input X. Then the weight assigned to each value is calculated as the dot-product of the query
with the corresponding key:

Attention(Q,K,V) = Softma <QKT> V, (2.38)
s Xy = X\ —F— ’ .
Vi,

where +/dj, is the scaling factor, dj is the dimensionality of the vector K and T is the transpose
operation. This operation is also called scaled dot-product attention (Vaswani et al., 2017).

Unlike LSTM that takes the input in the order of a sequence by which the temporal information
is retained explicitly, the self-attention mechanism takes the complete input at once. Hence, the
global dependencies between the input and output are not restricted by the element’s position in
the sequence and the length of the sequence. On the other hand, since there is no recurrence,
the order of the sequence is no longer obtained. But this information is often critical for sequence
modeling, such as a specific word is usually tightly connected to the words before it in a sentence.
To this end, position encodings are added to the @), K and V vectors at the bottom of each self-
attention layer. The sine and cosine functions of different frequencies (varying in time here) are
the most widely used position encodings:

. t .
sin (W) , for d even;

(2.39)
for d odd,

Pt = {Pt,d}dD:p btd =

_t
€08 { 10000777 )

where D = dj;, ensures the position encodings to have the same dimensionality as @), K and V.

Besides, multi-head attention (Vaswani et al., 2017) is proposed to improve the expressiveness of the
self-attention mechanism. One head is an independent dot-product attention module and attends
to a representation sub-space. As denoted in Fig. 2.6, multiple heads are jointly learned in parallel
for different representations. The following equation denotes the multi-head attention (Vaswani
et al., 2017) strategy:

MultiHead(Q, K, V) = ConCat(head, - - - , head;,)Wo,

‘ (2.40)
head; = Attention(QWqi, KWg;, VW),

where Wq;, Wki, Wy; € RP*dki are the same linear transformation parameters as in Eq. (2.37)
and Wy are the linear transformation parameters for aggregating the extracted information from

2Since in this thesis, only the self-attention mechanism in the Transformer encoder is adopted, the structure of the
Transformer decoder is not presented in more detail than this.
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2 Concepts of Deep Learning and Fundamental Methods for Behavior Modeling

different heads. With regard to this equation, it should be noted that dj; = ‘%’“ must be an aliquot
part of di. h is the total number of attention heads.

In addition to the multi-head attention, the Transformer encoder also adopts residual learning (He
et al., 2016), layer normalization (Ba et al., 2016), and a feed-forward network to ease the training of
the encoder network. Residual learning is carried out by adding an identity mapping of the input
using a shortcut connection to the network (as shown in Fig. 2.6), so the multi-head attention
only learns the residuals. This makes training the network more efficient than directly learning a
mapping from the input (He et al., 2016). Layer normalization is a technique to fix the mean and
variance of the summed inputs within each layer while improving the training speed (Ba et al.,
2016).

2.6 Conditional Generative Model

The problem of interaction detection and trajectory prediction can be formulated as building a
desirable function f taking as input the observed data X, and generating the anticipated results
Y, as denoted by Eq. (2.41).

Y = f(X). (2.41)

Given the stochastic characteristics of human behavior, the output Y is often multimodal. Hence,
the function should be able to map one single input to many possible outputs, i.e., to perform
probabilistic inference and make diverse predictions.

The one-to-many problem is defined as modeling the distribution of a high-dimensional output
space as a deep generative model conditioned on input observation. One solution for this problem
is the Conditional Variational Auto-Encoder (CVAE) model (Sohn et al., 2015). It is a conditional
graphical model whose input observations modulate the prior on Gaussian latent variables z that
generate the outputs (Sohn et al., 2015), as denoted by Eq. (2.42).

p(Y|X) = N(f(z,X), 02 «1). (2.42)

The conditional probability of the output is an isotropic Gaussian distribution. The mean p =
f(z,X) is a function of the input X and the latent variables z, and the covariance matrix is an

identity matrix I multiplied by some scalar o2.

CVAE is built upon variational inference and learning of directed graphical models (Kingma and
Welling, 2014; Rezende et al., 2014; Kingma et al., 2014), as an extension of the Variational Auto-
Encoder (VAE) (Kingma and Welling, 2014). In order to solve Eq. (2.42), it is necessary to revisit
the variational inference and VAE to understand the solution.

2.6.1 Variational Auto-Encoder

The Variational Auto-Encoder (VAE) assumes that the dataset X = {X,---, Xy} with N € Ny,
contains i.i.d. samples? of some continuous or discrete variable X. The dataset can be generated
from unobserved continuous random variables z, the so-called latent variables. Eq. (2.43) denotes
the integral of the marginal likelihood, where py(z) is the prior distribution of the latent variables
and 6 are the generative parameters.

po(X) = / P (X |2) po (z)da. (2.43)

3The abbreviation “i.i.d.” refers to independent and identically distributed random variables.
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2.6 Conditional Generative Model

However, the equation cannot be solved analytically due to the intractable posterior py(z|X) =
po(X|2)pe(z)/pe(X), nor can it be solved efficiently due to the expensive sampling over a large
dataset. To solve the problem, a variational approximation of the true posterior is introduced as
the recognition model g4(z|X), where ¢ are the variational parameters. Then, Eq. (2.43) can be
rewritten as:

N
logpg(X1,+, Xn) = _logps(Xi), (2.44)
i1
with log pg(X:) = Drcr(q0(2|X:)|pe(2z[ X)) + L(0, ¢; X). (2.45)

The sum over the marginal likelihoods of individual data points is denoted by Eq. (2.44) and (2.45).
Here, Dir.(qs(2|X)||pg(2| X)) is the Kullback-Leibler divergence that measures the error of the
approximation to the true posterior. The Kullback-Leibler divergence is always non-negative. In an
ideal solution, the approximation can map the true posterior correctly when the Kullback-Leibler
divergence reaches zero. In practice,

log po(X5) = L(0, ¢; X), (2.46)

where £ is called the (variational) lower bound on the marginal likelihood of the data point i.

With the variational approximation, Bayes’ theorem is applied to solve L(6, ¢; X;) as follows:

pg(Xi,Z)
L(0,0; X5) =10gEy, (z1x) v
( ) q4(2| X ;) q¢(Z\Xi)
= E‘M(Z‘Xi) [_ log q¢(Z|X’L) + logpe(Xiv Z)]a
= By, (zx,)[— 108 45 (2| X i) + log po(X;|2) + log py(z)], (2.47)
_ q4(2| X ;)
= —Eq,(z1x, [log T(Z)] + By, (z1x,) [log po(Xi|2)],

= —Drr(4s(2|Xi)lpo(2)) + Eq, 21 x) [log po (X |2)],

where —Dp () is the negative Kullback-Leibler divergence of the approximate posterior from
the prior pg(z) and acts as a regularizer. |, o (2] x,)(+) is an expected negative reconstruction loss.
When one optimizes the log likelihood on the left side of Eq. (2.46), the Kullback-Leibler divergence
and reconstruction loss are jointly minimized. Hence, the recognition model parameters ¢ and the
generative parameters 6 can be learned jointly.

The structure of an “Auto-Encoder” becomes intuitive when viewed as in Eq. (2.47): the recog-
nition model ¢4(z|X;) encodes the input into the latent variables and the generative model
log po(X;|z) decodes the output from the latent variables. Fig. 2.7 illustrates the graphical struc-
ture of the VAE model.

An analytical solution for the Kullback-Leibler divergence in Eq. (2.47) of two distributions can be
found in the Gaussian case (Kingma and Welling, 2014). The posterior pg(z|X) is assumed to be
a normal distribution N (i, 0?I), and I is the identity matrix. It should be noted that for py(z|X)
other distributions, such as uniform distribution, can also be assumed. The normal distribution,
however, is the most widely used one and its effectiveness has been empirically proven in many
studies. Then, the prior pyg(z) can be derived as:

po(z) = Y pe(z|X)p(X) = Y N(0,D)p(X) = N(0,1), (2.48)
X X
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Figure 2.7: Variational Auto-Encoder graphical model. The generative model pg(X|z)pg(z) is denoted by
the solid lines, where pg(z) is the prior of the latent variables. The variational approzimation qy(z|X) to
the intractable posterior of pe(z|X) is denoted by the dashed lines. The diagrams are adapted from (Kingma
and Welling, 2014).

i.e., the prior py(z) is also a normal distribution. Therefore, the Kullback-Leibler divergence term
in Eq. (2.47) in the dimensionality of J can be rewritten as:

D452l X0) [po(z) = / 40(z) (log po (z) — log s (2))dz,

= /N(z;u,oz)logJ\/(Z;O,I)dz - //\/'(z;u,az)log/\/(z;u, 0?)dz,
J J
J 1 L 1 ,
=-3 log(27) ;:1 M] + 0 10g(27r) + - 5 Jg_l(l +logoj),

J

1

52 1+loga]2 —u? —ojz).
J=1

(2.49)

The expected reconstruction error Ey, | x;)llog pg(Xi|z)] in Eq. (2.47) requires sampling, such as
Monte Carlo sampling.

L
1
Eq, (z1x,) 108 po(Xi|2)] E (log po(X;|zl)), (2.50)
LI

where the sample z! is the input of log pg(X;|2!). It can be seen that the generative model py(X;|z})
is the probability density of the data point X; given the sample zé.

There is one remaining problem in the sampling process. Neural networks can be used to parame-
terize the mapping of § and ¢, which works in the forward pass of the VAE model. However, there
is no gradient to the sampling when the neural networks have to be optimized via gradient descent
in backpropagation. To solve this problem, a re-parameterization trick (Kingma and Welling, 2014;
Rezende et al., 2014) is introduced to mimic the stochastic property of the latent variables while
maintaining the gradients for backpropagation at the same time, as shown in Fig. 2.8.

21 = 9ol X1, where  ~ (21X, (2:51)
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2.6 Conditional Generative Model

€ is a noise vector drawn from the distribution of N'(0,I). Assuming the posterior approximation
qs(z| X;) = N (u, 0%), a valid function of g,(el, X;) can be formulated as:

2 = golel, XY =t + ol 0 (2:52)
where ©® is element-wise multiplication.

Encoder Encoder
q¢(z1X) 9 (z1X)

‘ Sample € from N (0, I)‘

/\
[ 1X9) | [logo®tx,d) =)

‘DKL[qQ)(ZlX) Il Pe(z)” N(H(S;n;)gleczzg?r?;) . ‘DKL[q¢(z|X) | po(2)] o)
l

Decoder Decoder
pe(X|2) pe(X|2)

IX — f(z, 8) 1%

IX — f(z, )

(a) The general forward pass of VAE without applica- (b) The general forward pass of VAE with application
tion of the re-parameterization trick of the re-parameterization trick, which enables back-
propagation

Figure 2.8: Flowcharts of Variational Auto-Encoder. The blue bozxes indicate model losses (i. e., Kullback-

Leibler divergence loss and reconstruction loss) and the red boxzes indicate sampling operations.

To summarize, deriving from the equations presented in this chapter, the lower bound of the
estimation of VAE can be solved by

l\D\l—‘

J L
1
L(6,0; X;) g +loga —,u] —0’ —l—z Z_El log pe(X;|2)), (2.53)

Jj=1

where z! is sampled from Eq. (2.52).

2.6.2 Conditional Variational Auto-Encoder

The Conditional Variational Auto-Encoder (CVAE) model is proposed by Sohn et al. (2015) for
structured output prediction. Differently from the VAE model that reconstructs the input vari-
ables with a variational recognition of the posterior, the CVAE model generates desirable outputs
conditioned on the input variables. To be more specific, given the observation that X, the latent
variables z are drawn from py(z|X), and the output Y is generated from py(Y |z, X). A latent
variable z can be drawn multiple times from the distribution pg(z| X ). The multi-sampling process
of the latent variables z allows for modeling multiple modes in the conditional distribution of the
output variables Y, the so called one-to-many mapping. In Eq. (2.54), the latent variables z can
be made statistically independent of the input variables in a way that pg(z|X) = pp(z) (Kingma
et al., 2014), as shown in Eq. (2.48).
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Figure 2.9: Conditional Variational Auto-Encoder graphical model. The generative model pg (Y | X, 2z) py(z)
is denoted by the solid black lines, with py(z) being the prior of the latent variables and made independent
from the input variables in such a way that pe(z|X) = py(z), as denoted by the solid blue lines. The
variational approzimation qy(z|Y , X) to the intractable posterior of pe(z|Y , X) is presented by the dashed
lines. The diagrams are adapted from (Sohn et al., 2015).

po(Y|X) = / po (Y| X, 2) py(z)da. (2.54)

Eq. (2.54) denotes the integral of the conditional likelihood given the input X. Similar to the
VAE model, variational approximation estimation is used to solve Eq. (2.54) for the intractable
posterior. At the data point i, the log likelihood is denoted by Eq. (2.55), where g4(z|Y;, X;) is
the variational approximation of the true posterior pg(z|Y;, X;).

log po(Yi| X i) = Drr(qs(2|Y 3, X5)|Ipo(2|Y s, X3)) + L(0,9; Y 3, X;). (2.55)

The lower bound of the log likelihood at the data point i can be solved by applying Bayes’ theorem
and sampling:

log po(Yi| X i) > L(6,0;Y i, X,),

= —Drr(q5(2| X, Y3)||po(2)) + Eq (o x,, v1) [log po (Y| X, 2)],
. (2.56)
1
~ —Drc1(as(21 X3, Yi)llpo(2)) + + > (log ps(Yi| X, 2l)).
=

The complete derivation for Eq. (2.56) is analogous to the solution of the VAE. Similarly, the
Kullback-Leibler divergence of two Gaussian distributions can be solved analytically, and the non-
linear mapping of the generative parameters § and the variational recognition parameters ¢ can be
parameterized by neural networks and optimized via backpropagation with the re-parameterization
trick described above.
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3 Related Work

The discussion of the related studies focuses on two different aspects, interaction detection (Sec. 3.1)
and trajectory prediction (Sec. 3.2), with respect to both conventional and modern approaches.
The first section provides a brief review of the early work that largely relied on manual observations
for safety-related analyses and the recent works on automated detection of road users’ behavior at
intersections. The second section first compares the conventional approaches with deep learning
approaches for trajectory prediction, and then further discusses the state-of-the-art deep learning
approaches.

3.1 Interaction Detection

3.1.1 Collisions, Conflicts, and Interactions

Interaction detection at intersections is a topic closely related to collision and conflict analysis in
the domain of traffic safety assessment. According to Svensson and Hydén (2006), the interaction
between road users can be described as “a continuum of safety-related events” denoted as a pyramid
(Fig. 3.1) containing different types of events. In everyday traffic, collisions or accidents fortunately
only account for a very small number of these events—the tip of the pyramid of interactions. More
frequent events are conflicts with different degrees of severity (serious, slight, and potential) and
undisturbed passages. In this thesis, a high level of classification is adopted to classify events into
non-interactions (undisturbed passages) and interactions (all the other events), as shown Fig. 3.1.

Collisions/accidents
Serious conflicts

. . Interactions
Slight conflicts

Potential conflicts

\ Non-interactions
Undisturbed passages

Figure 3.1: The pyramid of interactions. The figure is partially adapted from (Svensson and Hydén, 2006).

Early collision analyses focus on collision events that have already happened. For example, Allen
et al. (1978) manually observed and studied a total of 25 collision scenes taped by video cameras
at an intersection over a period of one year. Compton and Milton (1994) conducted a study of
the safety impact of permitting turns on red lights (TOR) based on data collected from crashes.
Examining actual scenes of collision and conflict, however, proves not to be ideal when aiming
to prevent these events in the first place. First, crashes and accidents are a very rare occurrence
in daily traffic and vary from case to case, meaning that data taken from these events cannot
represent the majority of road users’ behavior (Sayed et al., 2013). As pointed out by Ismail
et al. (2009), collision-based safety analysis is a reactive approach which requires a significant
number of collisions to be collected before an action is warranted. Second, this data is likely to be
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incompletely documented or protected for legal and privacy reasons, which leads to data acquisition
being complicated or even impossible. Taken together, these are the main reasons which make it
almost impossible to automatically analyze the behavior of road users.

In recent years, conflict analysis as a surrogate for or proactive study in the field of collision analy-
sis (Kaparias et al., 2010) has gained more attention. Parker Jr and Zegeer (1989) defined conflict
as “an event involving two or more road users, in which the action of one user causes the other user
to make an evasive maneuver to avoid a collision”. Kaparias et al. (2010) proposed a method to
measure and grade vehicle-pedestrian conflicts based on their severity. Four factors were used to
quantify the severity of conflicts. Factor A is Time-to-Collision (TTC), which measures the time
between an approach point and the potential collision between a vehicle and a pedestrian (Hay-
ward, 1972). Factor B is the severity of the evasive action, which refers to the action that a
road user, either a pedestrian or a vehicle, takes to avoid a collision. The severity is indicated
by the value of the deceleration rate. Factor C is the complexity of the aforementioned evasive
action (simple or complex). Factor D is the distance to collision, which measures the distance of
a vehicle from the point of conflict after an evasive action has taken place. A similar method of
conflict-based assessment of pedestrian safety was also used to assess the accessibility of complex
intersections (Salamati et al., 2011). Shirazi and Morris (2016) provided a detailed survey of stud-
ies that analyze the behavior of road users as well as potential safety issues at intersections. The
limitations of conflict analysis can be summarized as follows: (1) This method depends on the
position information of road users in both space and time, i.e., trajectories. The acquisition of
such information at a high level of reliability requires great effort, such as road user detection and
classification, and trajectory tracking (Saunier and Sayed, 2006). (2) The studies mentioned above
focused on collision and conflict events, which do not account for all traffic activities as undisturbed
passages (also defined as non-interactions in this thesis) are not included. Moreover, extracting
conflict data out of massive daily traffic requires domain expertise and is time-consuming. None
of these studies provided an efficient way to automatically differentiate between interactions and
non-interactions.

3.1.2 Automated Detection Using Computer Vision Methods

With the development of computer vision techniques in object detection and motion extraction,
these techniques allow for automated analysis of road users’ behavior at intersections. One of
the earliest studies in this domain is the work from Ismail et al. (2009). Pedestrian—vehicle con-
flicts at an intersection were automatically analyzed using video data. What was considered
as a breakthrough in this domain was the automation of trajectory extraction for vehicles and
pedestrians directly from videos (Saunier and Sayed, 2006). Later, several works used trajecto-
ries extracted from videos to analyze before-and-after vehicle-pedestrian conflicts (Ismail et al.,
2010) in street designs with elements of shared space (Kaparias et al., 2013), in less organized
traffic environments (Tageldin and Sayed, 2016), and in the context of vehicle-bicycle conflicts at
intersections (Sayed et al., 2013).

The general pipeline of automated conflict analysis using video data can be summarized as data
acquisition, pre-processing, data storage and analysis, as shown in Fig. 3.2. The first step is
to acquire adequate high-quality data. In order to provide such data, several aspects have to
be considered (Jackson et al., 2013). For example, both the position and the elevation of the
camera are important for setting up a proper field-of-view of the traffic. In addition to this, the
power supply and the storage on the memory card of the camera have to be considered before
the installation of the camera. Last but not least, the intrinsic and extrinsic parameters of the
camera are necessary for camera calibration and removing distortions. The second step of data pre-
processing, then, consists of three important processes: object detection, tracking and projection.
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In recent years, object detection techniques have made huge progress and their accuracy has
increased significantly (Girshick et al., 2014, 2015). Some state-of-the-art deep learning detectors
have achieved real-time detection rate (Redmon et al., 2016; Redmon and Farhadi, 2017, 2018; Zhao
et al., 2019a), a development which is presented in more details in Sec. 2.2.1 and 2.2.2. Tracking is
the follow-up process to detection. It identifies the same object in a sequence of consecutive video
frames. The step of projection transfers the trajectories from a local coordinate system (i. e., image
pixels) to a global coordinate system (e. g., in meters) in such a way that an accurate analysis based
on trajectories can be carried out. In the third step, trajectory data and conflict data are stored
in a database for later usage. In the fourth and final step of conflict analysis, important events
that may lead to collisions are identified via conflict indicators, such as TTC, Post-Encroachment
Time (PET), Deceleration-to-Safety Time (DST), and Gap Time (GT) (Ismail et al., 2009). PET
is the interval between the moment an offending road user leaves an area of potential collision and
the moment of arrival of a conflicted road user possessing the right-of-way (Cooper, 1984). DST
is the necessary deceleration to reach a non-negative PET value if movements of the conflicting
road users remain unchanged (Hupfer, 1997). GT is similar to PET. It projects the movement
of the interacting road users into space and time (Archer, 2004). The work carried out by Ni
et al. (2016) analyzed pedestrian—vehicle interaction patterns using the aforementioned conflict
indicators. First, trajectories were extracted by the semi-automated image processing tool Traffic
Analyzer (Suzuki and Nakamura, 2006), and then interactions were classified into three categories
(hard interaction, soft interaction and no interaction) according to the speed profiles extracted
from the trajectories and the above indicators TTC and GT. On the one hand, the work carried
out by these authors is very similar to the studies presented in this thesis. Both interactions and
non-interactions are studied at permissive right-turn intersections. On the other hand, this work
for analyzing interaction patterns is not fully automated in terms of data processing. Moreover, it
only considers interactions between vehicles and pedestrians.
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Figure 3.2: The process of traffic conflict analysis via video data.

In very recent years, deep learning methods have been successfully applied to understand road
users’ behavior at intersections. Rasouli et al. (2017) released a large-scale dataset which was
created in urban environments from the perspective of a self-driving car in order to facilitate
traffic scene analysis and the study of pedestrians’ behavior. They provided a method based
on CNNs to classify whether a pedestrian will cross at an intersection using the information of
gait/attention and environment context (e.g., width of the road, pedestrian crossing, signs and
traffic lights). Similarly, Hoy et al. (2018) proposed to use variational tracking networks to estimate
whether a pedestrian will cross or stop in front of a car. The detected position of the pedestrian
and the image taken from a front camera mounted on the car were used as the input for the binary
classification task. The survey paper by Rasouli and Tsotsos (2019) reviewed the modern deep
learning methods and identified several relevant factors for pedestrians’ intent detection from an
ego-perspective (self-driving car). For example, dynamic features (e.g., past movements), vision-
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based features (e. g., 3D body post of pedestrians and structure of the street), and social contextual
features (e.g., social connections to other road users) are used to help understand the behavior
of pedestrians interacting with self-driving cars. Most of the studies were carried out from an
ego-perspective. There appears, however, to be a lack of deep learning methods to automatically
classify interactions between vehicles and all the other road users at intersections from a third-
person perspective. This is not only important for autonomous driving in urban traffic, but also
for traffic management and safety monitoring at uncontrolled or less controlled intersections.

To summarize, there are several research gaps in the existing studies: (1) The video data captured
by a camera at intersections is often of a low quality because of e.g., bad light conditions, and
the distortion of the images cannot be removed in the absence of camera parameters. Sometimes,
the videos are collected by a third party and the parameters for projecting the videos to a global
coordinate system are inaccurate or difficult to recover. In addition, acquiring reliable trajectory
data is often costly and time-consuming. Furthermore, the quality of the data is difficult to
guarantee. For example, tracking multiple objects from frame to frame is very challenging due to,
e.g., abrupt object motion, change of appearance, and occlusions (Yilmaz et al., 2006). Errors
and failures in the process of detection will propagate to the process of tracking, which will later
lead to wrong conclusions in the analysis (Sayed et al., 2013). (2) The majority of the non-deep
learning studies mentioned above focused on vehicle-pedestrian interactions (Ismail et al., 2009,
2010; Kaparias et al., 2013; Tageldin and Sayed, 2016; Ni et al., 2016) and only a few studies on
vehicle-bicycle interactions (Sayed et al., 2013). However, in real-world traffic situations at big
intersections, other heterogeneous road users are often involved. (3) There is a lack of deep learning
methods for automated interaction detection in the temporarily shared spaces of intersections.
Therefore, in this thesis, a deep learning pipeline that does not rely on the process of trajectory
data is proposed, instead learning the interactions directly from videos.

3.2 Trajectory Prediction

Trajectory prediction has been studied for decades. In this section, both the relevant conventional
and modern approaches are discussed.

3.2.1 Expert vs. Data Driven

In the paradigm of trajectory prediction for the near future (measured in seconds), most of the
approaches can be generally categorized into two classes: expert-based and data-driven approaches.

Expert-based approaches integrate the knowledge of so-called domain experts (e.g., traffic en-
gineers) into a model for solving a pre-defined problem. Rule-based models, e.g., Cellular Au-
tomata (CA) (Bandini et al., 2017b), and force-based models, most notably the Social Force
Model (SFM) (Helbing and Molnar, 1995), are the most prominent expert-based approaches to
simulating the motion behavior (conceived as trajectories) of road users.

In CA models, the environment is gridded into identical discrete cells and a set of pre-defined rules
(e.g., acceleration/deceleration and randomization) is used to control the movement of road users.
CA models were applied to simulate car movement in freeway traffic (Nagel and Schreckenberg,
1992) and a driver’s decision-making process (car-following, lane changing, amber running, and
right-turn filtering) at intersections (Chai and Wong, 2015). A two-dimensional CA model was used
to simulate pedestrian dynamics (Burstedde et al., 2001) and a stochastic mechanism was intro-
duced to a CA model to simulate pedestrian movement with heterogeneous speed profiles (Bandini
et al., 2017b). CA models were also used to simulate the interactions between pedestrians and
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vehicles at crosswalks (Zhang and Duan, 2007) and at non-signalized intersections (Bandini et al.,
2017a).

Concurrent with CA models, SFMs were proposed for modeling pedestrian dynamics (Helbing and
Molnar, 1995; Asano et al., 2010; Moussaid et al., 2010). In the classical SFM (Helbing and Molnar,
1995), different motivations and interactions of road users are described by differential equations
adding up a set of simple attractive and repelling forces influencing the movement of road users at
a specific place and time. For example, the attractive force drives a pedestrian towards her or his
goal and the repelling force pushes the road user away from obstacles to avoid collision. SFM was
extended for modeling the movement of vehicles—therefore, separate forces had to be added to
simulate the influence of vehicles on pedestrians (Zeng et al., 2014; Yang et al., 2018). New forces
were added to simulate short-range conflicts and rule-based constraints were set for long-range
conflicts (Anvari et al., 2015). Long-range collision avoidance mechanisms were adopted to extend
SFM for modeling the behavior of both vehicles and bicycles (Rinke et al., 2017).

Furthermore, other types of rule-based approach have been proposed to model complex interac-
tions between road users. In simple scenarios, both CA-based and SFM-based models work well.
However, it proves difficult to mimic the complex decision-making process of human road users
through either of these models. To this end, decision-theoretical models such as probabilistic and
game-theoretical models (Osborne and Rubinstein, 1994; Schénauer, 2017) were proposed. They
were used for handling complex conflict scenarios in which agents need to choose an action among
different alternatives to maximize their performance (Bjgrnskau, 2017).

Data-driven approaches are those trained/learned from the data provided to them, rather than
based on the rules manually designed by experts. Modeling trajectories as sequences is one of
the most common data-driven approaches. The 2D /3D positions of an agent are predicted step
by step. The widely applied models include linear regression and Kalman filter (Harvey et al.,
1990), Gaussian processes (Tay and Laugier, 2008) and Markov decision processing (Kitani et al.,
2012). These approaches largely rely on the quality of manually designed features and have limited
performance in tackling large-scale data.

In recent years, deep learning models have become the most prominent models for trajectory
prediction. As a subset of data-driven models, deep learning empowers a machine with stacked
layers (neural networks) to automatically discover representations from raw data for, e. g., detection
or classification tasks (LeCun et al., 2015). The most distinctive attribute of deep learning models
is that they do not require careful feature engineering and considerable domain expertise to design
a set of rules, which is very different from the aforementioned expert-based approaches. With
proper structure, i.e., RNNS with the LSTM architecture (as showin in Sec. 2.1.3), they can be
used for sequence modeling and solving time series tasks. The most cited and pioneering deep
learning model for predicting pedestrian trajectory while considering interactions is the so-called
S-LSTM model (Alahi et al., 2016). It uses an LSTM to encode the position at each discrete
time step for a pedestrian agent based on its past trajectory, and a social pooling layer to model
interactions between target and neighboring agents based on an occupancy grid map.

In order to investigate the advantages and disadvantages of expert-based and deep learning ap-
proaches, Cheng et al. (2020a) proposed a common framework to compare them. In this framework,
both types of model take the same data as input and generate their respective output for compar-
ison. Namely, the S-LSTM model was extended to build a model called LSTM-DBSCAN (Cheng
and Sester, 2018b), taking into account the social connections among pedestrian group members
by using the clustering algorithm DBSCAN (as introduced in Sec. 2.4). LSTM-DBSCAN was
compared with a rule-based model called GSFM (Johora and Miiller, 2018), which combines a
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game-theoretical model with an SFM for trajectory prediction of heterogeneous road users in
shared spaces. Based on the empirical results for dealing with real-world trajectory data, the
strengths and weaknesses of the GSFM and LSTM-DBSCAN models are summarized in Table 3.1.
In addition, the expert-based and the deep learning models described above were combined for
trajectory prediction (Johora et al., 2020). Simulation results showed the combined model to
outperform both pure approaches in predicting realistic and collision-free trajectories.

Table 3.1: Pros and cons of GSFM and LSTM-DBSCAN.

Model GSFM (expert-based) LSTM-DBSCAN (deep learning)
transparent, explainable, less domain knowledge,
Pros collision-free trajectories, not based on rules,
no need for labeled data, good short-term predictions,
easy to control realistic predictions in simple scenarios
domain knowledge, not transparent, not explainable,
complicated rules, collision-free trajectories not guaranteed,
Cons homogeneous predictions, computationally inefficient,
inflexible when dealing with scaled problems,  might be overfitted, limited in dense traffic,
limited in dense traffic requires labeled data, hard to control

3.2.2 State-of-the-Art Deep Learning Approaches

With the fast development of deep learning architectures (Goodfellow et al., 2014; Mirza and
Osindero, 2014; Kingma and Welling, 2014; Kingma et al., 2014; Sohn et al., 2015; Vaswani et al.,
2017) and the increasing availability of large-scale real-world trajectory benchmarks (Lerner et al.,
2007; Pellegrini et al., 2009; Robicquet et al., 2016; Bock et al., 2019), deep learning approaches have
continuously improved the performance of trajectory prediction (Alahi et al., 2016; Lee et al., 2017;
Vemula et al., 2018; Gupta et al., 2018; Xue et al., 2018; Zhang et al., 2019; Giuliari et al., 2021). In
the following section, state-of-the-art deep learning approaches developed for trajectory prediction
in recent years will be further discussed, particularly with respect to interaction modeling, attention
mechanisms, and generative models for multi-path trajectory prediction.

Modeling Interactions between Agents and Environment The behavior of an agent can be
crucially affected by others and the environment. Therefore, effectively modeling the interactions
between dynamic context (neighboring agents) and static constraints created by the environment
is important for accurate trajectory prediction.

Dynamic context is related to the impacts created by dynamic objects (i. e., road user agents), either
via individual agents or via agents within a group. As discussed above, the negotiation between
agents could be simulated by Game Theory or SFM. Such rule-based interaction models have been
incorporated into deep learning models. S-LSTM employs an occupancy grid to map the positions
of close neighboring agents and uses a social pooling layer to encode the interaction information
for trajectory prediction. Many authors designed their specific “occupancy” grid for modeling
interactions among agents (Lee et al., 2017; Xue et al., 2018; Hasan et al., 2018). In the early
studies, Cheng et al. incorporated agents’ field-of-view according to their mode of transport (Cheng
and Sester, 2018a) and collision probability density mapping based on safety distance (Cheng and
Sester, 2018b) to improve the occupancy grid for interaction modeling. Apart from occupancy
gird, different pooling mechanisms are proposed. The S-GAN model (Gupta et al., 2018) embeds
relative positions between the target and all of the other agents and then uses element-wise pooling
to extract the interaction of the partners for each pair of agents, respectively; The SR-LSTM (States
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Refinement LSTM) model (Zhang et al., 2019) employs a states refinement module to align all of
the agents and adaptively refines the state of each agent through a message passing framework.
However, only the position information is leveraged in most of the deep learning models presented
in this chapter. The interaction dynamics are not fully captured, neither in spatial nor temporal
domains. On the other hand, group agents are treated the same as individual agents, rather than
as one connected component. Close interaction between group members therefore may erroneously
be interpreted as a risk of collision. This will, consequently, degrade the prediction performance
and may even lead to failure in real-world traffic situations.

Among individual road users, clustering pedestrian groups is essential for understanding road
users’ collective behavior and predicting their trajectory. Pedestrians belonging to the same group
also tend to walk at the same speed and maintain a certain distance from each other, thereby
synchronizing movement within the same group to facilitate communication and visibility between
the group members (Yamaguchi et al., 2011; Rinke et al., 2017). Most of the early work on
group detection was carried out by manual observations based on the distance maintained between
road users and their coexisting time (Aveni, 1977; Moussaid et al., 2010), or describing specific
movement patterns (Laube et al., 2005; Sester et al., 2012). These detection methods are expensive
to scale up to a large number of pedestrians. In the context of trajectory prediction, Bisagno et al.
(2018) extended the S-LSTM model with connections between group members. They proposed to
cluster the trajectories of agents that conduct coherent motion using the Kanade-Lucas-Tomasi
tracker (Tomasi and Kanade, 1991). Conflict interactions between those agents in the same cluster
are excluded in the occupancy grid map. Similarly, this thesis proposes to use DBSCAN to cluster
pedestrians with similar motion patterns (Cheng et al., 2019). Interactions between group members
and non-group agents are treated differently. Both (Bisagno et al., 2018) and (Cheng et al.,
2019) that consider grouping behavior reported improved performance for trajectory prediction in
comparison to approaches that consider no grouping behavior.

Static contexts are the constraints created by the environment, such as the layout of a space
and the deployment of traffic facilities. A large body of recent deep learning models have proven
that exploring scene information from the environment can improve the performance of pedestrian
trajectory prediction. Bartoli et al. (2018) extended the occupancy map in the S-LSTM model
with a “context-aware” pooling to consider the static objects in the neighborhood of a person for
predicting her or his future trajectory. The static objects are manually located in the cell of the
occupancy map based on the relative position of the target agent. Xue et al. (2018) proposed to
use a CNN to automatically extract the scene information from a top—down image of the space.
Such scene information is concatenated with the motion information of the target agent’s past
trajectory and its interactions with neighboring agents for predicting its future trajectory. In the
work of (Sadeghian et al., 2018b), static information is also leveraged from top—down images. The
scene information is first extracted from a pre-trained deep neural network VGGnet-19 (Simonyan
and Zisserman, 2014b) for object detection. Then, such information is encoded by two types of
attention mechanisms. A single-source attention mechanism attends to the visual information that
is located in one particular area and a multi-source attention mechanism attends to the scattered
visual cues in the scene. Similarly, this approach was adopted by Sadeghian et al. (2019) to learn
the physical constraints from top—down images for trajectory prediction. Zhao et al. (2019b)
proposed a Multi-Agent Tensor Fusion network for contextual trajectory prediction. The Multi-
Agent Tensor spatially aligns the scene encoding from the image of the environment with the
motion encoding learned from each agent in the scene. Then these two encodings are fused by a
fully convolutional mapping to obtain both agent-to-agent interaction and agent-to-environment
interaction. In this thesis, CNNs are also used to explore scene information from the environment
for trajectory prediction in shared spaces.
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Modeling with Attention Recently, different attention mechanisms (Bahdanau et al., 2015; Xu
et al., 2015; Luong et al., 2015; Vaswani et al., 2017; Wang et al., 2018) have been incorporated
into neural networks for learning complex spatio-temporal interconnections. Their effectiveness
has been proven in learning powerful representations from sequence information, e.g., in neural
machine translation (Bahdanau et al., 2015; Luong et al., 2015; Vaswani et al., 2017) and image
caption generation (Xu et al., 2015).

Attention mechanisms have been utilized to extract semantic information for predicting trajec-
tories. A soft attention mechanism (Xu et al., 2015) is incorporated into LSTMs to learn the
spatio—temporal patterns from the position coordinates (Varshneya and Srinivasaraghavan, 2017).
The model named SoPhie (Sadeghian et al., 2019) applies two separate soft attention modules:
The physical attention learns salient agent-to-scene features and the social attention learns agent-
to-agent interactions. In the MAP model (Move, Attend, and Predict) (Al-Molegi et al., 2018), an
attentive network is implemented to learn the relationships between location and time information.
The most recent work Ind-TF (Giuliari et al., 2021) utilizes the Transformer network (Vaswani
et al., 2017) for modeling trajectory sequences. The Transformer network is a special neural net-
work architecture that purely depends on the self-attention mechanism for modeling sequences
and is widely applied in machine translation for sequence prediction. In this thesis, dynamic in-
teractions among all road users are attentively learned by utilizing the Transformer self-attention
mechanism. Sec. 2.5 presents this concept in more detail.

Generative Models Generative models incorporate a set of random variables that enable the
models to map a single input to many possible outputs, the so called one-to-many mapping (Sohn
et al., 2015). To date, VAE (Kingma and Welling, 2014) and GANs (Goodfellow et al., 2014) and
their variants, e.g., Conditional VAE (Kingma et al., 2014; Sohn et al., 2015) and Conditional
GAN (Mirza and Osindero, 2014), are the most popular generative models. Each of them is able
to generate diverse outputs by sampling from noise. The essential difference is that GAN trains
a generator to generate a sample from noise and a discriminator to decide whether this sample
is real enough or not. The generator and discriminator enhance each other during training. In
contrast, VAE is trained by maximizing the lower bound of training data likelihood for learning a
latent space that approximates the distribution of the training data (as shown in Sec. 2.6).

Predicting one single trajectory may not be sufficient due to the dynamic and complex behavior
of agents, as well as interactions between agents. Hence, generative models are proposed for
multi-path trajectory prediction. Lee et al. (2017) proposed a CVAE model to predict multi-path
trajectories conditioned on the observed trajectories. Gupta et al. (2018) trained a generator to
generate future trajectories from noise and a discriminator to judge whether these trajectories are
fake or not. The performances of the two modules enhance each other and the generator is able to
generate realistic trajectories. Amirian et al. (2019) proposed a GAN-based model for generating
multiple plausible trajectories for pedestrians.

To summarize this section, the discussion of the related work on trajectory prediction identified the
most important aspects that impact the movement of an agent. (1) How an agent moves in the near
future not only depends on its past trajectory, but also on its interactions with other neighboring
agents, either in a group or as individuals, and on its interactions with the environment as well.
(2) Attention mechanisms are adopted to extract the salient features for modeling interactions. (3)
Generative models are used to predict multiple possible trajectories for an agent while taking into
account any uncertainty associated with this task. However, based on the majority of the work
discussed in this section, most of the approaches are designed for pedestrian trajectory prediction.
The behavior of other types of agents, especially in mixed traffic with heterogeneous agents, has
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not been fully studied yet. In a shared-space environment, e. g., the level of uncertainty increases
when a pedestrian or a cyclist has to directly interact with vehicles. This makes the prediction
task more challenging than predicting trajectories for homogeneous agents. To this end, this
thesis investigates all of the above aspects and designs novel deep generative models to predict the
behavior of heterogeneous agents in shared spaces.
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4 Methodological Contributions

This chapter presents the methodology for interaction detection (Sec. 4.1) and trajectory prediction
(Sec. 4.2) in shared spaces. The methodology employs Conditional Variational Auto-Encoder
(CVAE) for probabilistic inference of interaction detection and multi-path trajectory prediction.

4.1 Interaction Detection

In this section, the methodology of interaction detection is explained in detail. Sec. 4.1.1 gives the
mathematical definition of the problem and introduces the model proposed in this thesis. Then the
following sections contain the most important processes that are necessary for implementing the
model. Namely, Sec. 4.1.2 explains how the task is converted into a sequence-to-sequence problem,
with Sec. 4.1.3 providing the estimation of the model’s uncertainty, and Sec. 4.1.4 describing the
process of feature extraction.

4.1.1 Problem Formulation and the Proposed Model

With regard to road users’ behavior, interaction detection is defined as a classification problem
using the information extracted from videos of vehicles turning and VRUs crossing in the tem-
porarily shared spaces of intersections. It is mathematically formulated as follows: Given a set of
observed vehicle turning sequences of video frames X = {X1,---, X;,---}, the input of the i-th
vehicle turning sequence is characterized as X ET) = {Xf tT:_Ol, where Xt € RW*HXC g the frame
at time step ¢, and T is the total number of observed frames for the i-th sequence. W, H, and
C denote the width, height, and number of channels of the frame. Instead of using raw images,
object information and optical flow information (Sec. 4.1.4 provides a more detailed approach to
this issue) are extracted from the video frames and used as input data sequence. Y; is the cor-
responding ground truth interaction label and Y, is the prediction. It should be noted that the
interaction label is a dichotomous class that represents the interaction level of the whole sequence
and does not provide detailed information of how the interaction level changes at each time step
(frame).

The model for predicting the probability of interaction between a turning vehicle and other crossing
road users is defined as:

Y = f(Y]X),
= argmax, P(Y|X,z), (4.1)
_DKL(q¢>(Z‘X’ Y)Hpg(z)) + IE:q(z)(z|X,Y) [lOgPQ(Y‘X7Z)]ﬂ

1

where f is a CVAE model (as introduced in Sec. 2.6). It encodes the information of interactions
into a latent space and predicts the interaction label Y conditioned on the input X. The model
jointly trains a recognition model, g4(-), which is also called encoder, and a generative model,
po( - ), which is also called decoder. In the training phase, g4 () encodes the observed information
and the ground truth label into the latent variables z. py(-) then decodes the prediction of the
interaction label conditioned on the input and the latent variables. The Kullback-Leibler divergence
Dgr(-) pushes the approximate posterior gg(-) to the prior distribution pp(z). The generation
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error By ) x,v)( ) measures the distance between the generated output Y and the ground truth
Y . In the inference phase, the decoder predicts the interaction label conditioned on the input of
the observed information and a latent variable directly sampled from the Gaussian prior py(z).

The overall loss function, Eq. (4.2), consists of two losses—the Kullback-Leibler divergence loss
and the reconstruction loss. The binary cross—entropy loss is used as the reconstruction loss, as
denoted by Eq. (4.3).

L = Drr(qs(2| X, Y)[IN(0,I)) + H(Y - Y), (4.2)
where

A~

HY —Y)=—{Y1logY + (1 - Y)log(l - Y)}. (4.3)

4.1.2 Sequence-to-Sequence Processing

Sequence-to-sequence processing maps an input sequence to an output sequence, e. g., speech recog-
nition of phonemes (Graves et al., 2006) or translation from one language into another (Sutskever
et al., 2014). The classification task of interaction detection as defined above is initially a sequence-
to-one problem due to the way the data structure is labeled: An interaction class label refers to the
whole sequence of frames. It is not feasible to manually label each frame due to the tremendous
amount of work required. Without knowing the exact fine-grained frame-wise interaction label,
the sequence-wise label is duplicated at each frame. Hence the form of the output is converted
to obtain the time steps, denoted as Y(T) = {YV}}; for the i-th turning sequence. Thereafter,
the input and output sequences are ahgned at each frame. The initial problem is turned into a
sequence-to-sequence classification problem, denoted by Fig. 4.1 and Eq. (4.4).
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Figure 4.1: Sequence-to-sequence modeling using sliding window or padding method.
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where A is a voting scheme that summarizes the frame-wise interaction predictions to the sequence-
wise interaction prediction.

The conversion of sequence-to-sequence is carried out with the following considerations: (1) The
sequence-wise label only represents the overall interaction level for the given sequence, while the
intensity of interaction is likely to change over time due to the modification of distance and ori-
entation between a turning vehicle and VRUs. (2) Over a large dataset, sequence lengths are
bound to differ from one to another, which provides rich interaction information including both
long and short sequences. (3) The reconstruction loss between prediction and ground truth is
still computed at the sequence level, because each frame-wise prediction only partially contributes
to the sequence-wise prediction using the voting scheme. This mechanism enables the model to
automatically learn the frame-wise dynamics at each frame in training time.

As already discussed in a prior paper (Cheng et al., 2020c), there are different voting schemes that
weigh each frame equally or proportionally depending on its order along the time axis. In this
thesis, the average voting scheme that weighs the prediction at each frame equally is adopted. The
sequence-wise prediction is then the class label voted by the majority.

Different methods are proposed to deal with the variation in sequence lengths. The most com-
monly used RNNs for sequence modeling often require a fixed sequence length. However, at an
intersection, some vehicles can quickly complete their turning maneuver if the space happens to be
free. But some vehicles may have to wait for a long time to let pedestrians and cyclists cross first.
Two methods, sliding window and padding, are proposed to deal with varying sequence lengths, as
shown in Fig. 4.1. The sub-sequences divided by the sliding window or padded sequences with a
fixed sequence length are treated as the input for training an RNN-based CVAE model for all the
sequences.

The sliding window method divides each sequence into small sub-sequences with a fixed window
size w. Eq. (4.5) denotes the sliding window method, in which the stride is set to be the same as
w. The overlap between two consecutive windows is allowed when the stride is set to be smaller
than the size of the window.
T
XM ={X0, ... XM, ... X"}, where k= —. (4.5)
w
The padding method uses zero-paddings to extend the sequences shorter than a predefined sequence
length 7™ by adding zero values at the end of the sequences. T* can be adapted to cover most
of the sequences, e.g., T* = Max{Ty,---, T;, ---}, where T; denotes the length of an arbitrary
vehicle turning sequence. A padding mask is used to annotate the exact sequence length so that

the padded zero values are treated differently to mitigate the negative impact on the learning
process.

X = x0,... xT-1 o ... 0Ty, (4.6)
Mask") = {10, ... 1771 0T ... 07"~1}, where T < T*. (4.7)

(2

4.1.3 Estimation of Uncertainty

Due to the stochastic property of the latent variables, the above sequence-to-sequence model is not
deterministic. In inference time, a latent variable can be sampled multiple times from the Gaussian
prior and each of these samples will be different. This process can lead to different predictions.
To this end, Kernel Density Estimation (KDE) (Parzen, 1962; Loftsgaarden et al., 1965) is used
to measure the uncertainty of the predictions made through this multi-sampling process.
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At each frame, the predictions {Y;fl, ,YifN} are assumed to be i.i.d. samples drawn from an
unknown density function f(Y'), where N is the total number of predictions. Here, t < T, and T’
is the total steps of the given sequence i. The kernel density estimator is calculated as:

ZKhY Y;) th < ) (4.8)

where K (-) is the Gaussian kernel function and h is the smoothing parameter (also called band-
width). The likelihood of the average prediction at step t is determined by £(log(f), Y;)!, where Y;
is the average prediction. The uncertainty is defined as the residual of the normalized log-likelihood
averaged over all the steps for the given sequence 7, as denoted by Eq. (4.9):

1 T—1 o
Li=1- ; L(log(f), V)", (4.9)

where w is the normalization parameter that scales the values to [0,1], and I'; stands for the degree
of uncertainty for the prediction over the sequence 1.

4.1.4 Feature Extraction

Two types of information, object and optical flow information, which have both been extracted
from video frames, are used as input features for the interaction detection task, as shown in Fig. 4.2
and Table 4.1.

Object information contains road users’ type and location. The deep learning object detectors
YOLOv3 (Redmon et al., 2016) and M2Det (Zhao et al., 2019a), as described in Sec. 2.2.1 and
Sec. 2.2.2, respectively, are leveraged for detecting all of the relevant road users at each frame!.
Namely, the road users are classified as pedestrians, cyclists, motorbikes, cars, trucks, and buses.
Different channels are used to store the position information for each of these road users and each
channel is then dedicated to one or two similar road user types, as visualized in Table 4.1. The
location of the detected road users (Fig. 4.2a) is mapped by the corresponding bounding boxes
with values of one in each frame (Fig. 4.2¢c, they are color-coded for different types of road users).

Non-detected areas in the frame are set with values of zero, as shown in black.

Optical flow is used to capture the motion of road users. It describes the distribution of velocities of
moving pixels’ brightness in two consecutive images (Horn and Schunck, 1981). Moving objects are
captured by optical flow, whereas and static objects and background are ignored. The dense optical
flow algorithm (Farnebéck, 2003), as presented in Sec. 2.3, is applied to map the displacement of
moving objects and remove the static background information. An example of this distinction can
be seen in Fig. 4.2d. Similarly, respective frame channels are dedicated to the orientation and
velocity of the moving objects, as shown in Table 4.1.

The area of interest covering the temporarily shared space of the intersection is marked by a binary
mask (Fig. 4.2b); other areas—while interesting to the analysis of road users’ behavior in general—
are not taken into account as this study focuses entirely on the turning intersections. There is,
however, one disadvantage of the mask—a disadvantage caused by the camera’s perspective. The
mask of the area of interest slightly extends into the through lane next to the turning lane, as

!Comparing the advantages and disadvantages of these two object detectors remains an issue for future study; as
far as this thesis is concerned, it would go beyond the scope of what the proposed model is meant to achieve.
Therefore, only one detector is used for each dataset.
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Table 4.1: Object and optical flow information extracted by object detectors and the dense optical flow
algorithm, respectively. W, H, and C denote the width, height, and number of channels of the video frame.
Based on the acquired data that only very few motorbikes were detected, they are stored in the same channel
as bicycles. Cars/trucks are stored in one shared channel, too, due to the very similar trace of their turning
sequence.

Feature type  Frame size  Channel-1 Channel-2 Channel-3 Channel-4  value
Object WxHxC  pedestrians  bicycles/motorbikes  cars/trucks  buses {0, 1}
Optical flow* WxHxC  orientation 1 velocity [0, 1]

*The HSV (Hue, Saturation, Value) color representation is used to store optical flow information. The hue
channel (Channel-1) is used to store orientation, the saturation channel (Channel-2) is set to its maximum,
and the value channel (Channel-3) is used to store velocity.

shown in Fig. 4.2a and 4.2b. Due to the oblique view of the camera, the upper parts of the vehicles
in the turning lane are partially projected into the through lane. The extended mask therefore
must aim to include the upper parts of the turning vehicles to be detected as well. The lower
middle point of the bounding boxes of detected vehicles is used to filter out the vehicles in the
through lane.

The extended mask, however, also introduces noise to the optical flow information. For instance,
as shown in Fig. 4.2d, the motion of the vehicles in the through lane is captured by the optical flow
as well and cannot be easily filtered out due to the irregular shapes and occlusion. Fortunately, it
turns out that this noise is not problematic when both the object information and the optical flow
information are combined as the input for training the interaction detection model. Interactions
between vehicles and VRUs only happen in the crossing zone and the noise of optical flow for the
through lane vehicles is ignored by the model in the learning process.
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4.2 Trajectory Prediction

4.2 Trajectory Prediction

In this section, the methodology of trajectory prediction is explained in detail. Sec. 4.2.1 gives
the mathematical definition of the problem and introduces the proposed model for multi-path
trajectory prediction. Sec. 4.2.2 then explains how the trajectories predicted for an agent are
ranked, and Sec. 4.2.3 describes the process of feature extraction.

4.2.1 Problem Formulation and the Proposed Model

The task of trajectory prediction is treated as modeling a conditional distribution p(Y | X), where
X is the previous trajectory information and Y, is one of its possible future trajectories. As
discussed in the previous chapters, the future trajectory of an agent depends on both internal
and external stimuli that influence an agent’s behavior (Rudenko et al., 2020). In this thesis,
the internal stimulus mainly focuses on physical motion of the target agent and the external
stimulus is mainly coming from two aspects: agent-to-agent interaction I and agent-to-environment
interaction S (more details in Sec. 4.2.3.2 and Sec. 4.2.3.3). To this end, trajectory prediction for
an agent is extended to predicting its multiple future trajectories conditioned on the observed
trajectory and the interactions between agents and environment. It is defined as follows: agent

i receives as input its observed trajectories X; = {X}, - ,XI'} for predicting its n-th plausible
future trajectory Y; , = {Yi’ln, e ,Y;T,;} n < N, and N denotes the total number of the predicted

trajectories; T and T” denote, respectively, the total steps of the past and future trajectories.
The trajectory position of i is characterized by the coordinates as X! = (z;,v;!) at step ¢ and

Vi = (it 4% ) at step t'. 3D coordinates are also possible, but in this thesis only 2D coordinates

are considered. The objective is to predict multiple plausible future trajectories (Y;1,---,Y; n)
that are as accurate as possible with respect to the corresponding ground truth Y.

The CVAE model is adopted to solve this problem. The model encodes the uncertainty of an
agent’s behavior into a latent space and predicts its trajectory in the near future conditioned on
the agent’s past trajectory information and interaction information, as denoted by Eq. (4.11).

Yin=fYilX; I, 8),

(4.10)
= argmaxy p(Y;| X4, I;, S5, 2),

where

logp(Y;| X, 1;,S,2) ~ —Dgr1(qs(2| X4, Y3, I;, S5)||pe(2))

(4.11)
+ EQ¢(Z|X“Y1,IZ,SZ)[logpe(Y’L|le Ii? Si? Z)]

Similar to the interaction detection model (Sec. 4.1.1), the trajectory prediction model jointly
trains a recognition model ¢4(-) and a generative model ps(-). In the training phase, gg(-)
encodes X;, Y;, I,;, and S; into the latent variables z. Then, py(-) decodes the future trajectory
conditioned on the input of X;, I; and S; in the observation time concatenated with the latent
variables z. For simplicity’s sake, the time notation is omitted. g¢4(-) accesses the interaction
information {I;, Si}fzﬁTl from both observation and prediction time, while py( - ) only accesses the
interaction information {I;,S;}]_; from the observation time?. The Kullback-Leibler divergence
Dk () pushes the approximate posterior g(-) to the prior distribution pg(z). The generation
error By, 5 x, v 1., s,)(+) measures the distance between the generated output Y and the ground

2The step is counted from one instead of zero, exactly as it is counted for the interaction detection task defined in
Sec. 4.1.1. This is because the zeroth step has no offset of the position information, as it shown in Sec. 4.2.3.1.
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truth Y. In the inference phase, the decoder predicts future trajectory conditioned on X;, I;, S;
and a latent variable directly sampled from the Gaussian prior pg(z). The sampling process of
the latent variable is repeated N times to generate N future trajectories for multi-path trajectory
prediction.

The overall loss function consists of two losses—the Kullback-Leibler divergence loss and the re-
construction loss. L2 loss (Euclidean distance) is used as the reconstruction loss.

£ = Dicr(as(@ X, Y, 1, S)IN(O,D) + |V — Yo, (4.12)

4.2.2 Trajectory Ranking

For tasks of single-path prediction, a ranking strategy is proposed to select the mostlikely predicted
trajectory out of the multiple predictions. A bivariate Gaussian distribution is applied to rank the
predicted trajectories (Yi,l, e ,Y@ ~) for each agent. This method was first proposed by Graves
(2013) for generating handwriting, a process which can be seen as generating connected points on
a 2D plane and therefore quite similar to trajectory prediction. Instead of considering a Gaussian
mixture distribution at each step as in (Graves, 2013), a bivariate Gaussian distribution with a
single component is implemented in this thesis. At step ¢/, all of the predicted positions for the
agent ¢ are stored in the vector |)A(Z-,\A/Z~|t/ for estimating a bivariate Gaussian probability density

function:

/ 1 iy
[0 = exp , (4.13)
oo 2mog oy /1 — p? 2(1 = p?)
where (@ -pg ) G- g)? 200 — g )@ — i)
Ti — g, Yi =y, 2p(Zi — pg )(Yi — iy,
7=t b g - . . (4.14)

1 denotes the mean and o the standard deviation. p is the correlation between X; and Y;. A
predicted trajectory is scored as the sum of the relative likelihoods over all of this particular
trajectory’s steps:

Tl
S(Yin) =Y f(@0)". (4.15)
=1
The predicted trajectories are ranked according to this score. The one with the highest score
stands out for the single-path prediction.

4.2.3 Feature Extraction

This subsection discusses in detail how to extract features for modeling motion, agent-to-agent,
and agent-to-environment interactions.

4.2.3.1 Motion of Agents

The motion information for each agent is parameterized by the position coordinates at each step.
Specifically, the offset of the trajectory positions between two consecutive steps (Az’, Ay') =
(2t — 2ty — o) is used as the motion information, which has been widely applied in this
domain (Gupta et al., 2018; Becker et al., 2018; Zhang et al., 2019). Compared to coordinates, the
offset is independent from the given space and less sensitive with respect to overfitting a model

to a particular space or travel directions. It is interpreted as speed over steps which are defined
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with a constant duration. The coordinates at each position are calculated back by cumulatively
summing the sequence offsets of the given original position.

The class information of an agent’s type is useful for analyzing its motion. One-hot encoding is ap-
plied to combine the type information with the motion information. For example, {Az" Ay’,1,0,0}
is used to represent the offset for a pedestrian agent, {Az’ Ay’ 0,1,0} for a cyclist agent, and
{Az",Ay",0,0,1} for a vehicle agent. This strategy is only adopted if the agent’s type information
is given by the experimental datasets. Otherwise, only the offset (Az’, Ay') is used for the motion
information instead.

Random rotation is used as a data augmentation technique. Namely, trajectories are randomly
rotated to prevent the model from only learning certain directions. In order to maintain the relative
positions and angles between agents, the trajectories of all agents coexisting in a given period are
rotated by the same angle.

4.2.3.2 Agent-to-Agent Interaction

Agent-to-agent interaction models how the target agent’s motion is influenced by its neighboring
agents, i.e., closely connected as a group or separated by a certain distance to avoid collision
between non-group members. For two different agents 7 and j that co-exist with each other within
a certain distance, the agent-to-agent interaction is modeled as I; ; = 7(X;, X ;) based on their
position information over time. [ is the notation for interaction and 7 is the mapping function.
A density-based clustering method is used for group detection and two methods—occupancy grid
and attentive dynamic maps—are investigated for modeling interactions between agents.

Grouping models the connection relationship between the target agent and its neighboring agents.
It is used in addition to the interaction mapping functions for collision avoidance.

The definition of group follows (Moussaild et al., 2010): a pedestrian group normally forms a convex
hull (linear formation or V-like pattern) with close distance maintained by at least two members
over a certain duration of time. Instead of the complex sociological collective behavior also often
described with the same term (Campbell, 1958), here, the concept of grouping is purely focused on
the similar motion shared by group members, i.e, moving close to each other in space and time at
synchronized speed. Due to the very similar behavior of group members, if the neighboring agent
is a group member of the target agent, this neighboring agent is excluded from the interaction
mapping functions. This way, the mapping functions are designed to focus on learning interactions
for collision avoidance, rather than learning mixed interactions for both collision avoidance between
non-group members and connections between group members.

A density-based clustering algorithm (Cheng et al., 2019) based on DBSCAN (Ester et al., 1996)
is used to detect the group members (if there are any) for the target agent ¢ during its total
observed steps T, denoted by Algorithm 1. Agent j is assigned to the group set G(i) of 4, only if
its coexisting time ratio with ¢ being in the same cluster exceeds a predefined threshold (.

Occupancy grid models the interactions between the target agent and its neighboring non-group
member agents by a grid map at each step. The surrounding area of the target agent ¢ is polar-
shaped, centered by its current location, and divided into grid cells. The radius of the map is
denoted as R, as can be seen in Fig. 4.3a. The occupancy grid is calculated using the following
equation:

cell!, (a,7) = Zl[j €N() A j & G(i)],

(4.16)
where « € [0°,360°) , r < R.
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Algorithm 1: Grouping
Result: G(i)
Agents i, 3j with @ # j, count = 0, G(i) = 0;
for t <T do
if 3 cluster (i, j), then
‘ count < count + 1;
end

end

if (count/T) > ¢ then
| G(i) + G(i) + j;

end

cell’. (a,r) stands for the m-th cell with an angle of a and a distance of 7 to the centroid at step
t. N(i) and G(i) stand, respectively, for the set of neighbors at the time ¢, and for the set of
group members with respect to the target agent. If there is a non-group member in cell’ (a, ),
its value will be added by one. At each step in time, the occupancy density of each cell changes
according to the position between the target and neighboring agents. This process, therefore, maps
the interactions. It should be noted that this occupancy grid method is more similar to the polar
mapping method proposed by Xue et al. (2018) than it is to the mapping method of S-LSTM as
proposed by Alahi et al. (2016). S-LSTM uses a rectangular shape and predefined channel numbers
to model a limited amount of neighboring agents, i. e., each channel is dedicated to one neighboring
agent. The modified form is able to map all neighboring agents using only one channel through
the addition function.

Neighbooring agent j

" Target

A\ celll, (a,1) agent i

Ssaady

\ Neighbooring
“Target agent i agents

(a) Occupancy grid (b) Dynamic map

Figure 4.3: Agent-to-agent interaction modeled via occupancy grid and dynamic map at each step.

Attentive dynamic maps extend the occupancy grid method described above. Agent-to-agent
interaction at each step is modeled via three layers dedicated to orientation, speed, and position
information. Each map changes from one step to the next and therefore the spatio—temporal
interaction information between agents is interpreted dynamically over time.

The map is defined as a rectangular area around the target agent, divided into grid cells centered
on the agent’s current location. This grid is shown in Fig. 4.3b. W and H denote the width and
height. Instead of a polar-shaped map, the dynamic map with three layers is analogous to an
RGB image with three color channels, and a convolutional neural network can be easily employed
for extracting the spatial features from the map. The following three steps explains the mapping
process in detail.
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First, a target agent ¢ is chosen. In relation to this particular agent, the neighboring non-group
agents are mapped into the closest grid cells’ . , according to their relative position. At the same
time, they are also mapped into the cells reached by their anticipated relative offset (speed) in x
and y direction.

cells!, = a:§ —at+ (sz — Azl),
cells';L = yﬁ- - yf + (Ay§- — Ayﬁ), (4.17)
where w < W, h < H, j € N(i) A j & G(3).

Second, orientation, speed, and position information for each neighboring agent are stored in the
mapped cells of the respective layers. The orientation layer O stores the heading direction. For
the neighboring agent j, its orientation from the current to the next position is the angle ¥/; in the
Euclidean plane and calculated as ¥; = arctanQ(Ay}, Al‘;) Similarly, the speed layer S stores the
travel speed and the position layer P stores the positions using a binary flag in the cells mapped
above for each neighboring agent.

Last, layer-wise, a Min-Max normalization scheme is applied for normalization. Compared to the
above occupancy grid, in addition to modeling the position information, the dynamic map at each
step adds two more channels to explicitly model both orientation and speed information.

The map covers a large vicinity area. Empirically, 32 x 32m? is found to be a proper setting
considering both the coverage and the computational cost. There is a trade-off between a high
and a low resolution map. A cell is filled by a maximum of one agent if its size is small. But
the high resolution will lead to a very sparse map in which most of the cells have no value, and
the surrounding areas of the neighboring agent will be treated as having no impact on the target
agent. On the other hand, there may exist an overlap of multiple agents in one cell with a very
different travel speed or orientation if the cell size is too big. In this thesis, this problem is solved
by setting the cell size to 1 x 1m?. Based on the distribution of the experimental data, there are
only a few cells with overlapping agents, which is also supported by the preservation of personal
space (Gérin-Lajoie and McFadyen, 2005).

Furthermore, an attention mechanism is incorporated to learn complex spatial-temporal patterns
from the sequence of the dynamic maps. Interactions between different agents are dynamic in
various situations from one step to another in a sequence. Some steps may impact the agents’
behavior more than the other steps. To explore such varying information, the Transformer encoder
with the self-attention mechanism (Vaswani et al., 2017) is employed to learn the interaction
information from the dynamic maps over time. They are called attentive dynamic maps. The
Transformer encoder (detailed in Sec. 2.5) takes the dynamic maps defined above as input. The
self-attention module is trained to assign a weight to the dynamic information derived from the
dynamic map of each step (denoted as Values (V')) based on how much the latent state of the
current step (denoted as Query (Q))) matches the latent states of the other steps (denoted as Key
(K)). The latent states of @, K, and V are computed via three learnable linear transformations
which—separately—use the same input:

Q =m(Map)Wq, Wg € RP*da,
K =n(Map)Wg, Wi € RP*dk, (4.18)
V =n(Map) Wy, Wy € RP>dv,
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where Wg, Wk, and Wy are trainable parameters and () indicates the encoding (mapping)
function of the dynamic maps. The attention module outputs a weighted sum of the values V,
where the weight assigned to each value is determined by the dot-product of @ and K:

Attention(Q,K,V) = softma <QKT> V, (4.19)
ntion(Q,K,V) = softmax | —— | V, .
Vg,

where 1/dj, is the scaling factor, dy, is the dimensionality of the vector K, and T stands for transpose.
The multi-head attention (Vaswani et al., 2017) strategy is adopted to enhance the expressiveness
of the self-attention module. With this strategy, the information extracted from the dynamic maps
is jointly attended to through different representation sub-spaces in different positions. Sec. 2.5
provides a more detailed description of this strategy.

4.2.3.3 Agent-to-Environment Interaction

Agent-to-environment interaction models how the target agent’s motion is influenced by the en-
vironmental scene context of the space. To create the model proposed in this thesis, three types
of scene context are studied for agent-to-environment interaction: aerial photograph, accessibility
map and heat map. The scene context information is automatically extracted using CNNs. More
specific settings of the CNNs can be found in Chapter 6.

An aerial photograph is an RGB image taken from a bird’s-eye view to provide the global context of
the space. It represents the arrangement of, e. g., buildings, trees, and streets, as seen in Fig. 4.4b.

Accessibility maps are binary masks showing the different areas that can be accessed by road users
depending on their transport mode. In this thesis, the accessibility maps are manually annotated
based on the deployment of traffic facilities and road geometry. The second row of Fig. 4.4 shows
the examples of accessibility maps for pedestrians (Fig. 4.4c), cyclists (Fig. 4.4d), and vehicles
(Fig. 4.4e). The accessible areas (e.g., the road and the sidewalk) are presented in white, while
inaccessible areas (e. g., walls and vegetation) are presented in black.

Heat maps are statistical distributions of the accumulated observed trajectories in the past that are
used for trajectory prediction. With the assumption that road users tend to follow the trajectories
of others, the areas visited more often in the past are more likely to be visited in the future. Hence,
heat maps for different transport modes are generated by the visited trajectories (e.g., Fig. 4.4a).
A Gaussian filter with a large kernel is used to expand the possible areas to the contiguity that
can be covered in order to reduce strong statistical bias. The last row of Fig. 4.4 shows exemplary
heat maps for pedestrians (Fig. 4.4f), cyclists (Fig. 4.4g), and vehicles (Fig. 4.4h).

Among the three types of scene context, an aerial photograph can be easily acquired, e.g., by
a camera from a bird’s-eye view or from a map provider such as Google. But an aerial photo-
graph only provides raw image information. Consequently, the semantic information of the space
layout and geometry has to be learned by CNNs. In contrast to this, accessibility maps provide
explicit semantic information about the space. But they require manual work for extracting this
information. Meanwhile, both the aerial photograph and accessibility maps are out of date when
the design of the space changes, and additional effort is required to update them. On the other
hand, heat maps provide explicit information of the occupancy distribution within the space. This
information is updated when more observations of trajectories become available.
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o5 _—

(a) Trajectories (b) Aerial photograph

\_df \

€

(¢) Accessibility map for pedestrians (d) Accessibility map for cyclists (e) Accessibility map for vehicles

(f) Heat map for pedestrians (9) Heat map for cyclists (h) Heat map for vehicles

Figure 4.4: Examples for agent-to-environment interaction. The trajectory data was acquired by Pascucci
et al. (2017) from a shared space near a train station in the German city of Hamburg. The aerial photograph
of (a) and (b) is taken from Imagery ©)2017 Google. In the accessibility maps, accessible areas are presented
in white while inaccessible areas are presented in black. In the heat maps, more frequently visited areas are
presented in a warmer color (e. g., red) while less visited areas are presented in a colder color (e. g., blue).
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5 Interaction Detection

The results presented in this Chapter 5 were submitted to the IEEE Transactions on Intelligent
Transportation Systems and published in (Cheng et al., 2021a) as a preprint.

In this chapter, interaction detection using the CVAE model conditioned on the object and optical
flow information extracted from videos is presented in detail. First, the data acquisition at two
intersections in both right- and left-hand traffic for testing the performance of the proposed model
is provided in Sec. 5.1. Then, the experiments are presented in Sec. 5.2 and the empirical results
are analyzed in Sec. 5.3. Finally, Sec. 5.4 discusses the limitations of the model and the challenges
of transferring the model from one intersection to the other.

5.1 Data Acquisition and Pre-processing

Real-world datasets of both right- and left-turn intersections are leveraged to test the performance
of the proposed model for interaction detection between vehicles and VRUs in the temporarily
shared spaces. The KoW dataset was acquired by Koetsier et al. (2019) from a very busy right-
turn intersection in a German city. The videos recorded traffic conditions over two days from
00:02 a.m. to 11:58 p.m. on November 8th and 9th, 2019 in Hannover and were stored in five-
minute segments. The videos were recorded in 1280 x 720 pixels at 25 fps by a camera module!
installed inside a building (ca. 20 meters above the ground) facing the intersection, and stored in
.h264 format. This thesis uses an approximately 14-hour sub-footage from two seven-hour segments
(8 a.m. to 3 p.m. on both the 8th and 9th), when there was sufficient traffic and adequate ambient
light to perform stable image processing for feature extraction. The NGY dataset was provided
by Murase Lab at Nagoya University and Nagoya Toyopet Corporation. It was acquired from
an extremely busy left-hand intersection in a Japanese city. In total, approximately 24 hours of
traffic footage from an oblique view at one of the major intersections in Nagoya were recorded from
11 a.m. to 11 a.m. on April 23rd and 24th, 2019. The videos were recorded in 1600 x 1200 pixels
at 30 fps using a camera? installed inside a building (ca. 3 meters above the ground) adjacent to
the intersection, and stored in .mp4 format. Similarly, this thesis uses a twelve-hour sub-footage
recorded from 11 a.m. to 6 p.m. on the 23rd and from 6 a.m. to 11 a.m. on the 24th. Fig. 5.1
shows the video screenshots of (a) the KoW intersection and (b) the NGY intersection.

Both datasets were pre-processed for later use. Due to the camera’s lack of intrinsic and extrinsic
parameters, no projection was done in order to extract the trajectory data. The pre-process aimed
to identify vehicle turning sequences and to extract all the road users’ type, position, and motion
information. First, two annotators for each dataset manually detected the sequence scenes where
vehicles turned right at the KoW intersection or left at the NGY intersection, and extracted
the time interval of each vehicle staying in the yellow contour at each intersection, as depicted
in Fig. 5.1. The annotators independently determined whether or not interactions occurred in
each scene. Afterwards, they revised their annotations and agreed with each other® and labeled
each scene “non-interaction” or “interaction”. Then, YOLOv3 (Redmon et al., 2016) (Sec. 2.2.1)

'Raspberry Pi Camera Module v2
*Panasonic WV-SF781L
3Less than 1% of the sequences were initially annotated differently
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(b) The NGY intersection in 1600 x 1200 pixels

Figure 5.1: The screenshots of two intersections with different driving directions. A vehicle turning sequence
is counted as the time interval of the vehicle staying in the yellow contour at each intersection.

52



5.1 Data Acquisition and Pre-processing

and M2Det (Zhao et al., 2019a) (Sec. 2.2.2) were used to detect all traffic related objects at the
original frame rate of the KoW (25fps) and NGY (30fps) datasets, respectively?. Considering
that the change between two consecutive frames is small, the failed detection in the current frame
is supplemented by the detection in the previous or the next frame if either of them was available.
Otherwise, the sequences with failed detection and no supplementation were discarded. In parallel
to the object detection process, the dense optical flow algorithm (Farnebéck, 2003) (Sec. 2.3) was
used to extract the optical flow information from the sequences. Unlike in the object detection
above, in the process of extracting optical flow the sequences were down-sampled to half the original
frame rate—12.5 fps for KoW and 15 fps for NGY. The down-sampling was carried out in order to
reduce the computational cost and to increase the offset of moving pixels between two consecutive
frames, so as to improve the extraction performance (Farnebéck, 2003). In the end, both the object
information and the optical flow information were aligned with the down-sampled frame rate in
each dataset, which is used as the time step for the experiments of interaction detection. The
method of feature extraction is explained in detail in Sec. 4.1.4.

The lengths of both non-interaction and interaction vehicle turning sequences are compared within
and across the two datasets. Table 5.1 lists the statistics and Fig. 5.2 visualizes the sequence length
distributions for each class.

Table 5.1: Statistics of the vehicle turning datasets in the temporarily shared spaces for interaction detection.

Mean Std. Frame Frame rate after
Dataset Class label 7Sequences length (s) deviation size down-sampling
KoW non-interaction 648 5.2 2.3 1280 x 720 12.5 fps
(Germany) interaction 1350 7.2 5.0 1280 x 720  12.5 fps
NGY non-interaction 545 5.3 5.0 1600 x 1200 15 fps
(Japan) interaction 551 10.8 8.1 1600 x 1200 15 fps
- KoW intersection
17.5 4 400 4 | mm NGY intersection
15.0 A
125 53001
% 10.0 s
G 2200
- 7.51
5.0 100
2.5
ol

0 10 20 30 40 50
Length [s]

0.0-
KoW Non-int. NGY Non-int. KoW Int. NGY Int.

(a) Sequence lengths of non-interaction vs. interaction. (b) All sequence lengths distributed over each dataset
Standard deviation is denoted by the red error bar

Figure 5.2: Sequence length distributions measured in seconds.
Within each dataset, sequence lengths measured in seconds are very different. Firstly, the non-

interaction sequences are significantly shorter than the interaction sequences (Mann-Whitney U
test, U = 382142, p < 0.01 for KoW and U = 67199, p < 0.01 for NGY), and the standard

“Due to the fact that these two sources of data were sourced from different providers, the camera settings and the
object detection algorithms were not unified.
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deviation in each class in both datasets varies by a large range, as presented in Fig. 5.2a and
Table 5.1. The distributions of the sequence lengths indicate that the duration of a sequence is
not an accurate feature for the detection task, i.e., a short sequence duration does not necessarily
imply no interaction. Secondly, the sequence lengths of all the sequences over each dataset are
very unevenly distributed, i.e., long-tail distributed, especially for the NGY dataset, as shown in
Fig. 5.2b. In addition to the varying sequence lengths, the dynamics of interactions, e. g., waiting
time, travel speed, location, and the number and type of involved road users, also vary from
sequence to sequence. These factors taken together make the detection task very challenging,
because a detection model has to be able to learn different interaction patterns in both long and
short sequences.

Across the datasets, the sequences in the KoW and NGY datasets are different not only in terms
of travel direction but also in frame size and rate, as well as sequence length in general. On
the one hand, the non-interaction sequences from both datasets have similar sequence lengths,
i.e., on average, non-interaction sequences have a length of 5.2 seconds in the KoW dataset and
5.3 seconds in the NGY dataset. On the other hand, interaction sequences in the NGY dataset
have a longer average sequence length (mean = 10.8 seconds) than the ones in the KoW dataset
(mean = 7.2 seconds). Due to the higher density of traffic at the NGY intersection compared to
the KoW intersection, vehicles often had to wait for more pedestrians and cyclists to cross. The
above differences make cross-dataset validation very difficult (more details in Sec. 5.4.2).

The acquired data (video frame sequences) was prepared for interaction detection. The preparation
consists of three steps: sample balancing, sequence padding, and dataset partitioning. Table 5.2
lists the statistics of the final data used for the experiments after the preparation steps.

Table 5.2: Video frame sequences used for interaction detection. The numbers of non-interaction/interaction
samples were balanced in training, validation, and test sets for both the KoW and NGY datasets.

Intersection Input form Max. seq. length* Training Validation Test Total
KoW sliding win. 500 360/360 90/90 192/192 642/642
KoW padding 100 352/352 88/88 188/188 628/628
NGY sliding win. 500 291/291 74/74 159/159 530/530
NGY padding 100 132/132 33/33 70/70 235/235

*sequence length is measured by the number of frames

T*=100
250 4 | KoW intersection
mmm NGY intersection

200 A

Frequency
[
w
o

100 A

50 4

0 S eE— : : :
0 100 200 300 400 500 600 700
# Frames

Figure 5.3: Sequence length measured by the number of frames. The red vertical line indicates the length
threshold for the padding method.
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Sample balancing: The number of samples in each class was balanced to guarantee unbiased
training. Firstly, for both datasets the maximum number of sequences in each class was set to a
value that is close to the capacity of the smaller class, namely, the non-interaction class. Secondly,
the small number of very long sequences (i. e., > 500 frames, as shown in Fig. 5.3) was not used for
the experiments. All sequences with over 500 frames are from the class of interaction, i. e., vehicles
had to wait for a long time to let other road users cross the intersection. Removing these long
interaction sequences balances sample size and sequence length in both classes in order to prevent
a model being biased towards the interaction class.

Sequence padding: Sequences with a smaller number of frames than the threshold 7™ are padded
with zeros for the padding method (Sec. 4.1.2). There is a trade-off between setting 7% to a large
value in order to include all the sequences, or to a small value in order to reduce the noise of the
padded values. In other words, if 7™ is too large, most of the sequences will be padded with zeros,
whereas if 7% is too small, many long sequences will be excluded. Based on the sequence length
distributions over the datasets (Fig. 5.3), T* was set to 100 frames for both KoW and NGY so
that the majority of the sequences were included. The sequences whose length is less than or equal
to T* (denoted as the left part of the red vertical line in Fig. 5.3) were preserved for the tests of
those models that use the padding method. Sequences longer than T* exceed the maximum length
of the input size that the models can handle. Therefore, these long sequences were discarded.

Data partitioning: Under the above-mentioned balanced criteria for each class, both datasets
were then randomly split into training and test sets by the ratio of 70 : 30. Additionally, 20 % of
the training data was separated as an independent validation set to monitor the process of training,
as shown in Table 5.2.

5.2 Experiments

5.2.1 Pipeline

The pipeline for interaction detection between turning vehicles and VRUs using the above datasets
consists of three components: feature exrtraction, sequence processing, and sequence-to-sequence
modeling with the CVAE model, as shown in Fig. 5.4.

(a) The features extracted from video sequences are object information by using the deep learning
object detectors YOLOv3 or M2Det, and optical flow information by using the dense optical
flow algorithm. More details about feature extraction are shown in Sec. 4.1.4.

(b) These two types of information are stored as a time series frame sequence using the sliding
window or padding method, and treated as the input data for the CVAE model. The inter-
action label is replicated at each step to align with the time steps. More details about the
sliding window and padding methods are shown in Sec. 4.1.2.

(¢c) The sequence-to-sequence CVAE model predicts the interaction label for vehicle-turning
sequences in the temporarily shared spaces of the KoW and NGY intersections as non-
interaction or interaction conditioned on the object and optical flow information combined.
More details about the sequence-to-sequence model are presented in Sec. 4.1.2.

5.2.2 CVAE Model for Interaction Detection

The CVAE model has an encoder—decoder structure and uses a latent space to mimic the stochastic
patterns of road users’ behavior. Fig. 5.5 shows the detailed structure of the model. The encoder
has two branches: X-Encoder and Y-Encoder. They are dedicated to extracting low-level features
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Figure 5.4: The pipeline of interaction detection. Areas of no interest are blocked out by a binary mask.

from the condition (object and optical flow information) and the interaction label information,
respectively. In training time, the encoders are trained to learn an approximate recognition model
ps(2|Y,X) of the latent variables z. Then, the decoder is trained to generate the interaction label
using the encoded condition and the latent variables. In inference time, the learned decoder is
used to predict the interaction label for unseen turning sequences conditioned on the object and
optical flow information, as well as from a latent variable sampled from the prior distribution py(z).
The latent variable can be sampled multiple times and may lead the decoder to generate different
probabilities for each sequence at a frame level. As illustrated in Fig. 5.5, the variance of the
probabilities (denoted by the cyan-shaded area in the decoder’s output) describes the uncertainty
of the model’s prediction. Each module (i.e., X-Encoder, Y-Encoder, Latent Space, and Decoder)
of the CVAE model is explained in detail as shown below.
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Figure 5.5: The CVAE model for interaction detection. FC stands for fully connected layer, CNN stands for
convolution neural network, Attention stands for self-attention layer, and LSTM stands for Long Short-Term
Memory.

The X-Encoder manipulates two CNNs for learning spatial features from object frame sequences
and optical flow frame sequences, respectively. Without loss of generality, the object frame sequence
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using the sliding window (e.g., w = 8) method is taken as an example for explaining the learning
process.

— First, each frame from the sliding window is passed to a CNN to learn spatial features. As
shown in Fig. 5.6, the CNN has three 2D convolutional (CONV) layers with each one followed
by a Maximum Pooling (MP) layer and Batch Normalization (BN). It tasks the frame that
contains object information as input and outputs a flattened feature vector. This process is
repeated frame by frame for all the frames in the sliding window.

— Then, the output feature vectors of all the frames are timely distributed as a sequence that
maintains the same length as the window size, as shown in Fig. 5.5 for the X-Encoder®. The
optical flow frame sequence is processed by another CNN in a similar way to get the sequence
of optical flow feature vectors.

— In the end, the sequence of object feature vectors and the sequence of optical flow feature
vectors are concatenated into a 2D feature vector as the final output of the X-Encoder.

It should be noted that the CNN for the optical flow frame sequence has a similar structure, except
for the input channel number. The CNN for the object frame sequence has four channels that are
dedicated to different types of road user, while the CNN for the optical flow frame sequence has
three channels that are dedicated to the motion information (as shown in Table. 4.1).

- S
2 MPBN B
MP BN CONV Flatten

CONV

CONV

Figure 5.6: The structure of the CNN used for learning spatial features from an object frame. CONYV stands
for 2D convolutional layer, MP for Maximum Pooling layer and BN for Batch Normalization. In total, the
CNN has three CONYV layers and each is followed by an MP and BN.

The Y-Encoder embeds the interaction label for each sequence. First, the sequence-wise label
is replicated to align with the sequence length. Then, a fully connected (FC) layer is used to
embed the replicated labels into a label vector. The original dimensionality of the label is only two
after the one-hot encoding for the non-interaction and interaction classes, which is much smaller
than the combined feature vector. The embedding increases the balance of the sizes of the label

5This process works in the same way for the padding method with the predefined sequence length instead of the
sliding window size.
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5 Interaction Detection

vector and the combined feature vector. The specific dimensionalities, as shown in Fig. 5.5, are
hyper-parameters that can be changed in the experiment settings.

The prior Gaussian latent variables z are modulated by the encoded feature vector and the label
vector from the X-Encoder and Y-Encoder, respectively. First, the outputs of the X-Encoder
and Y-Encoder are concatenated along the time axis. Then, the concatenated features are passed
to an FC layer. A self-attention layer (Vaswani et al., 2017), as described in Sec. 2.5, is added
to attentively learn the interconnections of the features. After that, an LSTM with two stacked
hidden layers is used for learning the temporal features into a hidden state. In the end, the hidden
state is fully connected by an FC layer and then split by two FC layers side by side. The two
FC layers are trained to learn the mean and variance of the distribution of the latent variables z,
respectively.

The Decoder is trained on the encoded feature vector from the X-Encoder and the latent variables.
First, the encoded feature vector is concatenated with the latent variables and passed to an FC
layer. Then, an LSTM with two stacked layers is used to learn the temporal dynamics. After that,
two FC layers are used for fusion and dimension reduction. The Softmax activation function is
added to the last FC layer for generating the probability of the interaction class at each frame.
The outputs of the Decoder are the frame-wise predictions of the interaction class. In the end, a
voting scheme (i.e., average voting) is used to summarize the frame-wise predictions to get the
sequence-wise prediction for the interaction class.

In inference time, the interactions for unseen vehicle turning sequences are classified using the
trained CVAE model. First, the object and optical flow information are encoded by the X-Encoder.
A latent variable is sampled from the Gaussian distribution. Then the Decoder generates the
probability of the interaction class for each sequence conditioned on the output of the X-Encoder
and the latent variable sampled from the Gaussian prior. The sampling is repeated 100 times at
each step in order for the Decoder to generate multiple divergent probabilities of the interaction
class.

5.2.3 Baseline Model

To evaluate the performance of the proposed CVAE model, it is compared with a baseline model.
The baseline model is a sequence-to-sequence encoder—decoder model that uses the same input
features from the object and motion information for interaction detection, as shown in Fig. 5.7,
which was developed in a previous study by Cheng et al. (2020c). The baseline model has the same
structure as the X-Encoder and the Decoder that are implemented in the CVAE model (Fig. 5.5).
The difference between these two models is the sample generation process. The baseline model is a
discriminative model and does not use the class label information and the conditional information
for learning the latent variables that mimic the stochastic behavior in vehicle-VRU interactions.
Without randomly sampling from the Gaussian latent variables, the output of the sequence-to-
sequence encoder—decoder model is deterministic.

5.2.4 Ablation Studies

A series of ablative models is designed to analyze the contribution of object information, optical
flow information, and the self-attention mechanism. The ablative models are trained by removing
one of the aforementioned parts and are compared with the complete CVAE model. Table 5.3 lists
all the models with different input structures.

58



5.2 Experiments

N
Object CNN 111111115

m

>

. 8 i =

sequence TimelyDistributed 69 S
o

=

N
Optical flow ~ CNN 11111111

sequence TimelyDistributed

Figure 5.7: The Sequence-to-sequence encoder—decoder model for interaction detection.

Table 5.3: The models with different input structures.

Model name Object info. (0b) optical flow info. (op) Self-attention (att) Sample generation
[S2S+0b+op+att]! v N Vv -
[CVAE+op+att] - vV Vv Vv
[CVAE+o0b+att] Vv - v v
[CVAE+ob+op] vV vV - Vv
[CVAE+o0b+op+att]? Vv Vv Vv Vv

IThe baseline model
2The complete CVAE model

5.2.5 Evaluation Metrics

Accuracy, Precision, Recall, and Fl-score are applied to measure the performance of interaction
detection on the test data from both the KoW and NGY intersections. Tested samples are catego-
rized according to the comparison between their ground truth class label and the predicted label,
as listed in Table 5.4.

Table 5.4: Categories of tested samples.

Category name Ground truth Prediction
TP: true positive interaction interaction
TN: true negative non-interaction non-interaction
FP: false positive non-interaction interaction
FN: false negative interaction non-interaction

Accuracy is defined as the fraction of the number of correctly predicted samples over the total
number of samples.

TP + TN
TP+ TN+ FP +FN -

Accuracy =

Precision is defined as the fraction of the number of TP samples over the number of predicted
positive samples, including TP and FP samples.

TP

Precision = m .
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Recall is defined as the fraction of the number of TP samples over the number of actual positive
samples in the whole dataset, namely the number of TP samples plus the number of FN samples.
This is a very important measurement for interaction detection. If the model fails to detect an
actual interactive sequence, it might lead to a serious risk for any traffic application relying on

detection performance.
TP

Recall = m .

The measurements of precision and recall may represent very different performances. For example,
a high value of precision does not indicate a high value of recall. Therefore, F1l-score is used to
provide a measurement of the overall performance of a model. It is defined as the so-called harmonic
mean of precision and recall.

Precision - Recall

Fl-s =2 .
core Precision + Recall

5.3 Results

This section consists of three parts: the quantitative results measured by the above evaluation
metrics, the qualitative results representing a typical scenario for each intersection, and finally a
discussion of the results.

5.3.1 Quantitative Results

The quantitative results are summarized in Table 5.5 and 5.6 for the right-turn KoW intersection
and the left-turn NGY intersection, respectively. Due to the multi-sampling process, the results
of the CVAE-based models are not deterministic, hence the corresponding standard deviations are
given in the tables.

Table 5.5 shows the results of the interaction detection at the right-turn intersection. (1) Both
the sliding window and padding methods yield similar and very accurate results for interaction
detection using the combined information from object detection and optical flow. The accuracy
and Fl-score are both above 0.95. (2) Compared to the baseline model [S25+0b+op+att], the
proposed model [CVAE+ob+op+att] has a slightly better performance using the sliding window
method and comparable performance using the padding method. (3) Compared to the ablative
models, the combined information improves the performance using the sliding window method.
However, the improvement is not obvious when using the padding method, especially compared to
the ablative model that only uses object information. On the other hand, regardless of whether
the sliding window or padding method is used, the ablative model that exclusively uses optical flow
information only achieve an accuracy below 0.70. (4) The self-attention mechanism does not lead
to an obviously better or worse performance using either the sliding window or padding method.
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Table 5.5: Detection results of the right-turn intersection on the KoW dataset. Best values are highlighted
in boldface.

Model shape Accuracy Precision Recall F1-score
[S25+0b+op+att] sliding win.  0.951 0.935 0.969 0.951
[CVAE+0p+att] sliding win.  0.692-9.006 0.717+0.007 0.6354+0.011 0.673+0.008
[CVAE+o0b+att] sliding win.  0.95240.002  0.93440.002  0.97340.004 0.953+0.002
[CVAE+Ob+0p/ shdlng win. 0.965i0.001 0.97610.003 0-953i0.000 0.964i0.001
/CVAE+0b+0p+att/ sliding win.  0.961.9.002 0.96940.004 0.953+0.000 0.96140.002
[S25+o0b+op+att] padding 0.963 0.944 0.984 0.964
/CVAE—/—Op—Fatt/ padding 0.61040.008 0.6490.011 0.479+0.012 0.5514+0.010
[C’VAE+ob+att/ padding 0.967:‘:0.002 0.955:‘:0,003 0.980;&0_003 0.967:|:0.002
[CVAE+0b+0p/ padding 0.966i0.003 0.946i0,004 0.989i0.001 0.967i0.002
[CVAE+ob+op+att]  padding 0.96210.002  0.95240003  0.973+0.000  0.963+0.002

Table 5.6 shows similar, but slightly different results of the interaction detection at the left-turn
intersection. (1) Both the sliding window and padding methods yield reasonable results for inter-
action detection using the combined information. However, the predictions of the sliding window
method are more accurate than those of the padding method. (2) Compared to the baseline model,
the CVAE model using the combined information achieves better performance, especially when
using the sliding window method (e.g., about 0.05 increment in F1-score). (3) Compared to the
ablative models, the improvement by using the combined information can be found in both the
sliding window and padding methods. (4) The best performance, especially measured by recall
(0.916) and Fl-score (0.892) on the NGY dataset, is achieved by the proposed CVAE model using
the sliding window method with the self-attention mechanism.

Table 5.6: Detection results of the left-turn intersection on the NGY dataset. Best values are highlighted in

boldface.

Model Shape Accuracy Precision Recall Fl-score
/SQS+Ob+Op+att/ sliding win.  0.849 0.878 0.811 0.843
[CVAE+op+att] sliding win.  0.8780.004 0.854+0.004 0.91249.006 0.882+0.004
[C’VAE+0b+att] sliding win.  0.734.0.008 0.698+0.007 0.8241¢.009 0.756+0.007
[CVAE+o0b+op] sliding win.  0.8829.006 0.91540004 0.84210.009 0.887+0.006
[CVAE—/—ob+0p+att/ sliding win.  0.889.9.005 0.86910.005 0.916. 4007 0.8921 904
/SQS+Ob+Op+att/ padding 0.721 0.712 0.743 0.727
[CVAE+0p+att] padding 0.764-0.010 0.756+0.011 0.808+0.013 0.781+0.009
[CVAE+0b+att/ padding 0.683;&).012 0.661:|:0.011 0.751:&0.019 0.703:&0.013
[CVAE-/—O()-/—Op/ padding 0.782410007 0.763410010 0.8194i0014 0.79040009
[CVAE+ob+op+att]  padding 0.74240.007  0.75010.000  0.72810.010  0.739+0.007
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The Kernel Density Estimation (KDE) function (Sec. 4.1.3) is used to measure the uncertainty
levels of the CVAE-based models with different input structures. The uncertainties of the CVAE-
based models are plotted in Fig. 5.8 and compared using the Mann-Whitney U test. Fig. 5.8a
and 5.8b demonstrate that the CVAE-based model [CVAE+op+att] using only optical flow in-
formation generates significantly more uncertain predictions than the other models tested on the
KoW dataset. This pattern is consistent with the prediction performance, according to which the
model [CVAE+op+att] also yields less accurate predictions. A similar pattern can be observed
from the CVAE-based model using only object information (Fig. 5.8c and 5.8d for the sliding and
padding methods, respectively) tested on the NGY dataset. When the uncertainty level is high in
the predictions, the accuracy level also drops.
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Figure 5.8: Uncertainty measure of the CVAE-based models tested on the KoW and NGY datasets.
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5.3 Results

The confusion matrices for the proposed CVAE model using both object and optical flow infor-
mation are presented in Fig. 5.9. They show that the model using either the sliding window (true
negative rate 0.970 and true positive rate 0.953) or the padding method (true negative rate 0.951
and true positive rate 0.973) achieves high performance for interaction detection tested on the
KoW dataset. The proposed model achieves good performance using the sliding window method
(true negative rate 0.861 and true positive rate 0.916) on the NGY dataset and maintains a rela-
tively low false negative rate (0.084). Nevertheless the performance of the proposed CVAE model
is inferior when tested on the NGY dataset compared to when it is tested on the KoW dataset. In
contrast, the padding method only achieves mediocre performance (true negative rate 0.757 and
true positive rate 0.728) tested on the NGY dataset. In other words, the false negative rate is
relatively high (0.272).
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Figure 5.9: Confusion matrices for the proposed CVAE model tested on the KoW/NGY dataset using the
sliding window (a)/(c) and padding (b)/(d) methods. The confusion matrices are normalized so that they
can be compared across sliding window and padding methods, as well as across the datasets.
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5.3.2 Qualitative Results

The qualitative results are presented with the aim to intuitively showcase the process of interac-
tion detection using the aforementioned models. The fine-grained probabilities of the predicted
interaction class label at each frame provide a clue of how the level of interaction intensity evolves
over time.

Fig. 5.10 demonstrates a non-interaction scenario at the KoW intersection between the right-
turning target vehicle (in the blue bounding box) and the still-standing pedestrian (in the red
bounding box). There was no explicit interaction between them as the continuity of their behavior
was not affected when the gap between them closed, so the sequence was annotated as “no interac-
tion” required. The sequence level prediction is the average voting of the frame-level predictions.
At the sequence level, all of the four models correctly predict this scenario as non-interaction using
both the sliding window (Fig. 5.10a) and padding (Fig. 5.10b) methods, except the ablative model
[CVAE+op+att] (in cyan) that only uses optical flow information. However, all the models predict
a high probability of interaction when the vehicle approached the pedestrian. Also, the variance of
the CVAE-based models in Fig.5.10b increases when the probabilities change from under 0.5 to a
higher value of interaction. The sequence-to-sequence encoder—decoder baseline model generates a
similar pattern in frame-wise predictions. But it is deterministic at each frame and does not have
the mechanism required to represent the uncertainty of its predictions.

Fig. 5.11 demonstrates an interaction scenario at the NGY intersection between the left-turning
target vehicle (in the blue bounding box) and the crossing cyclist (in the red bounding box).
Interaction was required between them as the vehicle had to decelerate or even briefly stop, giving
the way to the cyclist. All the models correctly predict this sequence as interaction using both
the sliding window (Fig. 5.11a) and padding (Fig. 5.11b) methods. Similar to the scenario above,
the variance of the probability for the CVAE-based models changes using the sliding window
method with the modification of the distance between target vehicle and cyclist. For example,
as the distance between them decreases, the probability is higher and the variance is smaller for
an interaction, and vice versa. However, the variance is less visible in the padding method than
the sliding window method. The ablative models based on object information using both the
sliding window and padding methods have higher uncertainty levels than the other models of the
frame-wise predictions.
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Figure 5.10: Ezamples of interaction probability at frame level using the sliding window (a) and padding (b)
methods, tested on the KoW dataset. The variance of the probability by multi-sampling is visualized by the
marginal shadow for the CVAE-based models. The corresponding video screenshots are aligned from upper
left to lower Tight at the bottom with a time interval of eight frames. The target vehicle is highlighted by the
blue bounding box and the still-standing pedestrian involved in the turning sequence is highlighted by the red
bounding bozx.

65



5 Interaction Detection

= ground truth ms CVAE+Op+att === CVAE+ob+op+att == ground truth mems CVAE+Op+att === CVAE+ob+op+att
CVAE+ob+att === CVAE+ob+o0p — 52S+0b+op+att CVAE+ob+att === CVAE+ob+o0p — 52S+0b+op+att

1.0 A

=\ 1.0 A

2081 208

S 3

8 g

© 0.6 1 2

a & 0.6

S c

S § | e
§ 0.4 4 § 041

i) 3

= <

o
N
!
o
N
1

0.0 T T T T T T 0.0 T T T T T T
0 10 20 30 40 50 0 10 20 30 40 50

Time Step Time Step

(a) Sliding window method. The majority of frame- (b) Padding Method. The majority of frame-wise predic-
wise predictions of all models are above 0.5 tions of all models are above 0.5

Time step = 48

Figure 5.11: Examples of interaction probability at frame level using the sliding window (a) and padding (b)
methods, tested on the NGY dataset. The variance of the probability by multi-sampling is visualized by the
marginal shadow for the CVAE-based models. The corresponding video screenshots are aligned from upper
left to lower middle at the bottom with a time interval of eight frames. The target vehicle is highlighted
by the blue bounding box and the passing cyclist involved in the turning sequence is highlighted by the red
bounding box.
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5.3.3 Analysis of the Results

The results shown above are analyzed with regard to four aspects of the models: (I) the respective
advantages and disadvantages of the sliding window and padding methods; (II) the difference in
performance between the proposed CVAE model and the baseline model; (III) the contribution of
the object information and the optical flow information via the ablative models; (IV) the impact
of the self-attention mechanism.

The performances of the sliding window and padding methods are not only influenced by the size of
the training data, but also the zero-padded values. The sliding window method does not depend
on the sequence length, which makes it more flexible in dealing with various sequence lengths.
Hence, the number of training samples was not compromised for the experiments. On the other
hand, the padding method requires a pre-defined fixed sequence length, and is unable to deal with
longer sequences. Hence, the number of training samples was compromised by excluding longer
sequences. The impact of the training data size has been shown by the performance difference
across the KoW and NGY datasets. The number of the training samples of KoW for the sliding
window method is similar to the one for the padding method (Table 5.2), and their performances
for interaction detection are comparable to each other (Table 5.5). In contrast, the number of
training samples of NGY for the sliding window method is much larger than that for the padding
method (Table 5.2). The prediction using the sliding window method is more accurate than the one
obtained using the padding method (Table 5.6). In addition, the shorter sequences were padded
with zeros. This poses a problem for the information extracted by optical flow, because the zero
values in the optical flow feature vector represent the background of the intersection or static road
users. Even though a padding mask is incorporated into the sequence for indicating the actual
sequence length, the negative impact cannot be fully remedied due to the complex learning process
in training. The negative impact of padded zeros from the padding method has been uncovered
by the impaired performance of the ablative model [CVAE+op+att] compared to the one using
the sliding window method.

In general, the proposed CVAE model [CVAE+o0b+op+att] outperforms the sequence-to-sequence
encoder—decoder baseline model [S25+0b+op+att] quantitatively (Table 5.5 and 5.6) and qualita-
tively (Fig. 5.10 and 5.11). In the CVAE model, the latent variables z are trained to capture the
stochastic attributes of road users’ behavior in various traffic situations, and these variables are
regularized by the Kullback-Leibler divergence loss against a Gaussian prior. In addition to the
Kullback-Leibler divergence loss, the reconstruction loss is trained by minimizing the cross-entropy
loss between ground truth and prediction. Optimizing these two losses together enables the CVAE
model to generate divergent predictions. With the multi-sampling process of the latent variables,
the predicted probabilities of interaction at each frame vary, especially when the probabilities
change over time, as shown in Fig. 5.10 and 5.11; the variance of the probabilities indicates the
uncertainty of the predictions. By contrast, the baseline model is trained only by optimizing the
reconstruction loss. It tends to learn the “average” behavior of road users. Predictions by the
baseline model are rather deterministic and there is no mechanism to interpret the uncertainty of
the predictions.

The combined information of object detection and optical flow shows a stable performance for
the interaction detection task. The performance of interaction detection highly depends on the
quality of the input information extracted from videos, which is often impaired for many reasons.
A single type of information may not be sufficient for this task. As indicated by the limited
performance of the ablative models that only use optical flow information on the KoW dataset,
without object information the noisy optical flow information from the through lane or padded
zeros may impact detection performance negatively. Similarly, the ablative models that only use
object information on the NGY dataset also achieved limited performance. The distorted object
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information, especially for the road users close to the camera at the NGY dataset, could lead
to wrong interaction detection. Combining the extraction techniques increases the possibility of
maintaining a good quality of input information, thereby allowing the model to achieve a stable
performance of interaction detection.

The self-attention mechanism does not show a consistent benefit across the datasets. Regardless
of the self-attention mechanism, the CVAE-based models yield very similar results for interaction
detection using both the sliding window and padding methods on the KoW dataset, and using the
padding method on the NGY dataset. An improvement through the self-attention mechanism can
be found for the sliding window method on the NGY dataset. Firstly, the self-attention layer is
followed by an LSTM (Fig. 5.5), which may be redundant for learning the interconnections along
the time axis. Secondly, the self-attention layer is likely under-trained due to the small dataset
size or redundant layers, whereas the LSTM is already sufficient for learning the temporal patterns
of the sequence data from the KoW intersection. On the other hand, the sequence data from the
NGY intersection is more complex, e. g., featuring longer and more varying sequence lengths (see
Fig. 5.2), and high traffic density. On top of the LSTM, the self-attention mechanism has turned
out to be beneficial for further learning the temporal patterns.

In summary, the sliding window method is more flexible than the padding method in dealing with
various sequence lengths. The CVAE-based models using the combined information of both object
detection and optical flow achieve a more stable performance compared to using a single type of
information. The multi-sampling process enables the CVAE-based models to mimic the uncertainty
of road users’ behavior, while the self-attention mechanism is only beneficial for learning temporal
patterns from complex data. Overall the proposed model [CVAE+ob+op+att] using the sliding
window method achieves a more desirable performance across the datasets.

5.4 Discussion

This section discusses the wrongly detected scenarios by the proposed CVAE model using the
sliding window method, and the challenges of smoothly transferring the trained model from one
intersection to the other.

5.4.1 Failed Detection

Various reasons can lead to a wrong interaction classification. Table 5.7 categorizes the wrongly
detected scenarios (false negative and false positive) tested on both the KoW and NGY datasets.
The false negative examples are visualized in Fig. 5.12 for the KoW intersection and in Fig. 5.13
for the NGY intersection, and the false positive examples are visualized in Fig. 5.14 for the KoW
intersection and in Fig. 5.15 for the NGY intersection

The false negative scenarios are associated with VRUs entering (FN-I and FN-III) or leaving (FN-
IT) the intersection space. Due to their relatively long distance to the target vehicle but fast travel
speed, they are erroneously classified as non-interaction.
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Table 5.7: Categories of the wrongly detected scenarios by [CVAE+ob+op+att] using the sliding window
method.

Category  Scenario description Category KoW NGY
pedestrian entering the intersection (FN-I) 8 7

FN pedestrian leaving the intersection (FN-I1) 1 4
cyclist entering the intersection (FN-1IT) - 2
car following (FP-I) 4 17

FP pedestrian standing on the sidewalk close to the intersection  (FP-II) - 3
pedestrian approaching from the sidewalk (Fp-111) - 1
pedestrian finishing crossing (FP-IV) 1 1

Total* 14 35

*The total number of wrongly detected scenarios listed here is slightly different as that shown in the
above confusion matrices due to the multi-sampling of the CVAE model.

FN-I FN-II

Figure 5.12: Examples of false negative detection on the KoW dataset. The right-turning target vehicles are
denoted by the blue bounding boxes and the involved VRUs are denoted by the red bounding bozes.

FN-I FN-II

FN-III

Figure 5.13: Examples of false negative detection on the NGY dataset. The left-turning target vehicles are
denoted by the blue bounding boxes and the involved VRUs are denoted by the red bounding bozes.
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Most of the false positive scenarios are associated with the target vehicle following a leading vehicle.
As exemplified by FP-Tin Fig. 5.14 and 5.15, only the leading vehicle (in the yellow bounding box)
required direct interaction with the involved VRUs. After the leading vehicle finished turning, the
pedestrian (in the red bounding box) also completed crossing. Afterwards, there was no interaction
required from the target vehicle (in the blue bounding box) with the VRUs. However, the CVAE
model has limited performance for handling this type of situation. This is because the current
model does not have explicit information to differentiate the leading and target vehicles, and the
model is not specifically trained for car-following situations.

In addition, a short distance from the VRUs to the intersection, e.g., standing on the sidewalk
close to the intersection (FP-II Fig. 5.15) or just finishing crossing (FP-IV, Fig. 5.14 and 5.15),
can also lead to a false positive case. The distortion of distance may lead to a false positive case
as well. For example, in FP-IIT in Fig. 5.15, even though the pedestrian on the sidewalk was
relatively far from the turning vehicle, it was classified as an interaction by the model due to the
distorted distance at the NGY intersection. However, the camera at the KoW intersection was
installed at a higher elevation than the camera at the NGY intersection. The distortion is thus
less harmful for the horizontal distance. Among other reasons, this might have contributed to the
better performance of the model when tested on the KoW dataset instead of on the NGY dataset.

FP-I FP-IV
Figure 5.14: Examples of false positive detection on the KoW dataset. The right-turning target vehicles are

denoted by the blue bounding boxes, the leading, but not target vehicle, is denoted by the yellow bounding
bozx, and the involved VRUs are denoted by the red bounding bozes.

FP-II1 FP-1V

Figure 5.15: Examples of false positive detection on the NGY dataset. The left-turning target vehicles are
denoted by the blue bounding bozes, the leading, but not target vehicle, is denoted by the yellow bounding
box, and the involved VRUs are denoted by the red bounding boxes.
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Based on the discussion of failed detection scenarios, the limitations of the proposed model are
summarized as follows:

1) The definition of interaction only considers the relationship between the target turning vehicle
and the involved VRUs. The car-following relationship is not included. Not considering this
relationship often leads to false positive detection between the following car and the VRUs.

2) The crossing directions of VRUs are not used as a factor to differentiate interaction types.
For example, interactions between a turning vehicle and VRUs that are approaching or
leaving the crossing area from near side and far side are labeled as the same interaction type.
However, the discussion above indicates that the moving directions of VRUs are important
for estimating the interactions between the turning vehicle and VRUs, especially when the
VRUs are leaving the intersection.

3) The exact distances between a turning vehicle and the involved VRUs are not measured,
thus the change of distances between them cannot be correctly quantified. Without the
measurement of distance, it is difficult for a model to distinguish the subtle difference be-
tween interaction and non-interaction. Especially, when the image distance is distorted by
the camera’s perspective or when an occlusion happens, the model’s performance will be
impaired.

5.4.2 Challenges of Cross-Dataset Generalization

The models proposed in this chapter are adapted for interaction detection at different intersections,
in order to analyze the generalizability of the above models. In the previous experiment settings, all
the models were trained and tested using the dataset from the same intersections. In this section,
the models trained using the KoW dataset were tested on the NGY dataset, and vice versa. Frames
from the test set were resized into the same size and mirrored into the same direction as the training
set, so that the trained models could be tested on both datasets without changing the setting of
the input size.

Table 5.8: Performance of cross-dataset validation for interaction detection on the KoW and NGY datasets.

Model Input form  Accuracy Precision Recall F1-score
Trained on the NGY dataset and tested on the KoW dataset
[S25+0b+op+att] sliding win.  0.490 0.430 0.490 0.350
[CVAE+ob+op+att]  sliding win.  0.490+0.003  0.4954+0.001  0.9344+0.005  0.647+0.002
[S25+0b+op+att] padding 0.473 0.450 0.470 0.400
[CVAE+ob+op+att] padding 0.4854+0.002 0.491+0.001  0.804+0.004 0.609+0.001
Trained on the KoW dataset and tested on the NGY dataset
[S25+0b+op+att] sliding win.  0.535 0.526 0.704 0.602
[CVAE+ob+op+att]  sliding win.  0.5414+0.005  0.540+0.005 0.5574+0.007  0.548+0.006
[S25+0b+op+att] padding 0.464 0.420 0.460 0.380
[CVAE+ob+op+att]  padding 0.4904+0.002 0.475+0.052 0.174+0.010 0.25540.003

Table 5.8 lists the results for the cross-dataset validation. It shows that both the CVAE-based and
sequence-to-sequence encoder—decoder models do not achieve good performance either using the
sliding window or padding method. This could be because these two datasets (Sec. 5.1) are very
different in terms of, e. g., vehicle travel direction, camera perspective, frame size and rate, sequence
length, intersection layout, traffic density, and cultural factors (Germany vs. Japan). It should be
noted that because the camera parameters and reference coordinates were not available from the
datasets, in this thesis projective transformation is not applied to transform the perspective to a
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bird’s-eye view. Under the cross-dataset validation setting, the resized frames distort the motion
and position of the dynamic objects and confuse the models for predicting interactions between
vehicles and VRUs. However, this leads to a very interesting future research question—how to
generalize the models for different intersections and traffic, and even different cultures?

5.5 Summary

In this chapter, an end-to-end generative model based on CVAE has been proposed to automatically
detect interactions between vehicles and VRUs in temporarily shared spaces of intersections using
video data. All the road users that appear during a vehicle’s turning time are detected by recent
state-of-the-art deep learning object detectors. Simultaneously, road users’ motion information
is captured by optical flow. Even without tracking, object detection and optical flow together
provide rich information for interaction detection. The sequence-to-sequence CVAE model using
the sliding window or padding method is able to learn dynamic patterns from sequences of varying
length and predicts fine-grained interaction class labels at each frame of less than 0.1 seconds. The
frame-wise predictions provide a clue as to how intensity of interaction evolves as time unfolds,
which in turn represents the dynamics of interaction between a turning vehicle and VRUs. The
average voting scheme summarizes frame-wise predictions so as to accurately get a class label for
the overall sequence. Besides, the multi-sampling process generates divergent predictions and the
variance of multiple predictions reflects the uncertainty of the model’s prediction. The Kernel
Density Estimation function is used to quantitatively measure the uncertainty level.

The efficacy of the model was validated in different environments, a right-turn intersection in
Germany and a left-turn intersection in Japan. It achieved an Fl-score above 0.96 at the right-
turn intersection and 0.89 at the left-turn intersection, and outperformed a sequence-to-sequence
encoder—decoder model quantitatively and qualitatively. In contrast, the encoder—decoder model
only outputs deterministic predictions and there is no way to interpret the uncertainty of the
predictions.

A series of ablation studies investigated the effectiveness of the combined information from object
detection and optical flow, and the self-attention mechanism for learning temporal patterns from
complex sequences. The comparison between the sliding window and padding methods shows
that the former method is more flexible in coping with sequences of varying sequence length—the
number of samples is not restricted to the maximum sequence length that a model can handle,
which stands in contrast to the padding method. The self-attention mechanism has only shown a
clear positive effect for interaction detection on the complex NGY dataset.

To summarize, the proposed model can be applied for automatically learning interactions between
vehicles and VRUs at a fine-grained time interval in temporarily shared spaces of intersections
with busy traffic.

In future work, several improvements can be made to reduce the limitations of this detection model.
First, the dichotomous classification of interaction should be extended to multi-class classification,
e. g., taking the confrontation direction and car-following relationship into consideration. Second,
the accuracy of feature extraction can be enhanced by using multiple cameras or even tracking.
Third, projective transformation techniques or data recorded by drones with a bird’s-eye view can
be explored to reduce the distortion caused by the camera’s perspective and filter the noisy optical
flow information captured from the through lane next to the turning lane. Last but not least, the
generalizability of the model for interaction detection at different intersections needs to be studied
further.
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This chapter proposes three frameworks based on Conditional Variational Auto-Encoder (CVAE)
(Chapter 4) for multi-path trajectory prediction conditioned on relevant internal and external
stimuli that influence an agent’s motion behavior. As discussed in Sec. 4.2, the internal stimulus
mainly focuses on physical motion of the target agent and the external stimulus considers two
aspects: agent-to-agent interaction and scene contexts for agent-to-environment interaction.

The first framework (Sec. 6.1), named Multi-Context Encoder Network (MCENet), focuses on
investigating multiple contexts, i.e., pedestrian grouping and three types of scene context for
trajectory prediction in share spaces. Given the fact that scene context is space dependent, the
framework is mainly evaluated using the test sets that have the same scene context as the training
sets. Its limited generalizability in new scene contexts using the so-called leave-one-out cross
validation is discussed as well in Sec. 6.1.4.

The second framework (Sec. 6.2), named Attentive Maps Encoder Network (AMENet), investigates
a novel method with a self-attention mechanism for modeling agent-to-agent interaction and focuses
on predicting trajectories in various unseen shared spaces that the model has not been trained on.
Compared to MCENet, besides considering the motion of the target agent and agent-to-agent
interaction with grouping context as the standard setting, this framework does not use any scene
context information in order to maintain a good performance with respect to generalizability.

The last framework (Sec. 6.3), named Dynamic Context Encoder Network (DCENet) extends the
self-attention mechanism to model agent-to-agent interaction. Regarding the input information,
it is closely related to the second framework, AMENet, i.e., both AMENet and DCENet focus
on exploring dynamic information (motion and agent-to-agent interaction), but scene context
information is not considered. DCENet is designed to improve the performance of AMENet in
shared spaces. Its generalizability is further evaluated in intersections of mixed traffic.

Table 6.1 provides a summary of the datasets and input information of the three frameworks. More
details are given in the following sections for each framework.

Table 6.1: Summary of the datasets and input information of the trajectory prediction frameworks.

Dataset | Gates3 HBS HC TrajNet* inD* Input information

& Input |shared s. shared s. shared s. shared s. intersection |target-motion agent-to-agent scene-context
MCENet vV vV vV Vv vV Vv
AMENet Vv N4 Vv

DCENet Vv Vv Vv v

*benchmarks that contain multiple datasets
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6.1 Multi-Context Encoder Network

The results presented in this Sec. 6.1 are adapted from (Cheng et al., 2020b), published in the
proceedings of the 23rd IEEE International Conference on Intelligent Transportation Systems
(ITSC).

6.1.1 Framework

The Multi-Context Encoder Network (MCENet) predicts multi-path trajectories of heterogeneous
agents by introducing grouping and scene contexts. Agent-to-agent interaction is modeled by
an occupancy grid map (Sec. 4.2.3.2). Fig. 6.1 presents the pipeline for multi-context trajectory
prediction.

Aerial
photograph

Accessibility
Map

Motion
Heat Map

(a) Scene Context (c) Past Trajectories (d) Predicted Trajectories

Figure 6.1: The pipeline for multi-context trajectory prediction. Scene context (a), grouping context (b), and
past trajectories (¢) are considered jointly to predict future trajectories for each agent in a shared space. The
aerial photograph is taken from Imagery ©2020 Google.

The following aspects are investigated by MCENet for trajectory prediction in shared spaces:

1) Grouping context. Each agent’s behavior is affected by neighboring agents. A target agent
has social connections to the agents in the same group, but it has to avoid collisions with
other agents. Distinguishing the group and non-group agents of agent-to-agent interaction
for the target agent is useful for analyzing its motion (more details presented in Sec. 4.2.3.2).

2) Scene context. Agents’ behavior is constrained by the scene context of the environment,
such as space layout and arrangement of buildings, especially in a shared space. To explore
the effect of the scene, three types of scene context are studied in this framework: motion heat
maps describe the prior of how different agents move; an aerial photograph image provides
global visual information of the scene; and accessibility maps define the accessible areas
respective to the agents’ transport mode (more details presented in Sec. 4.2.3.3).

3) Multi-path trajectories. Given a segment of a past trajectory, there is more than one plau-
sible future trajectory. This framework predicts multiple plausible and socially-acceptable
trajectories.

4) Heterogeneous road agents. Pedestrians, cyclists, and vehicles are taken into account
together, rather than focusing on a specific type of agent (pedestrians or cars).
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An overview of the framework is given in Fig. 6.2. MCENet consists of two encoders and a decoder:
one encoder is trained to encode the past information from observation that includes the motion,
interaction, and context information of a target agent; analogously, another encoder is trained to
encode the future information from the ground truth. Then, the two types of encoded information
are fused and forwarded to learn a latent space that describes the distribution of future trajectories.
The decoder is trained to predict multi-path trajectories of a target agent depending on its past
information and a set of stochastic latent variables that are sampled from the learned latent space.
The following explains each module presented in Fig. 6.2 in detail.

For training and
ConviD —» LSTM inference

Grouping = LSTM FC >4

L%

CNN =» LSTM

X-Encoder Decoder

| ConvlD |—)| LSTM

1
2 1
FC 1
\ 1
| Grouping |—>| LSTM D> FC -» FC 7 —/
1
FC ¥
| CNN |—>| LSTM oo :
Y-Encoder Latent variables ! Drilyy it
___________________ R S —— training

Figure 6.2: The framework of the multi-context encoder network. ConvlD stands for 1D convolutional layer,
CNN stands for convolutional neural network, LSTM stands for long short-term memory, and FC stands
for fully connected layer. X and Y denote the respective motion input from observation and ground truth. I
and S denote respective interaction information and scene context information with the subscript associated
with observation (X ) or ground truth (Y ).

The X-Encoder and Y-Encoder encode the observed and the ground truth information in parallel,
in order to consider the motion, interaction, and environment contexts along the complete time
horizon. The X-Encoder is used to encode the observed information. First, a 1D convolutional
layer (Conv1D) is used to learn motion features along the time axis of the trajectory input, which
is characterized by a sequence of offsets and the one-hot encoding of the target agent’s transport
mode (Sec. 4.2.3.1). The grouping algorithm described in Sec. 4.2.3.2 is used to differentiate group
and non-group neighboring agents, and only the non-group neighboring agents are stored in the
occupancy map for learning the agent-to-agent interaction. A three-layer CNN is used to extract
scene contextual features from one of the three types of scene context mentioned above. Alterna-
tively, rather than training the CNN from scratch, the feature extractor can also be substituted
by a pre-trained network, e. g., MobileNet (Howard et al., 2017). Then, the features of these three
branches are fed to different Long Short-Term Memories (LSTMs) for learning the hidden infor-
mation at each step. The outputs of the LSTMs are concatenated and passed through a fully
connected (FC) layer followed by the ReLU activation for feature fusion. The Y-Encoder is used
to encode the ground truth information and works in the same way as the X-Encoder.

During training, the encoded observed and ground truth representations are concatenated and
forwarded to two FC layers followed by the ReLLU activation. The following two FC layers are
trained to learn the mean and variance of the latent variables z. In the end, the output of the
X-Encoder and the latent variables z are concatenated and fed to the Decoder for reconstructing
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Y. The Decoder consists of an FC layer for fusion and dimension reduction and one LSTM for
sequentially predicting future trajectories.

During inference, the Y-Encoder is removed (no ground truth information) and the observed
information is encoded and fused by the trained X-Encoder in the same way as in the training
phase. To generate a future prediction sample, a latent variable z is sampled from the Gaussian
prior N'(0,I) and concatenated with the output of the X-Encoder as input of the Decoder. This
step is repeated N times to generate N samples of future trajectories.

6.1.2 Experiments
6.1.2.1 Datasets

The model is validated on three shared space datasets, i.e., Gates3 (Robicquet et al., 2016),
HBS (Pascucci et al., 2017) and HC (Cheng et al., 2019). All these datasets have a very distinct
space layout and scene context. Gates3 is one of the most challenging subsets of the Stanford
Drone Dataset (Robicquet et al., 2016). It was captured at a very busy roundabout shared by
pedestrians and cyclists on the Stanford University campus. HBS was recorded near a busy train
station in the German city of Hamburg with pedestrians crossing among vehicles and cyclists.
HC was acquired over a street with buildings and trees on both sides on the Leibniz University
Hannover campus. Table 6.2 lists the statistics of the datasets.

Each dataset was split into training (last 70 % of the total steps) and test (first 30 %) subsets.
Conventionally, eight steps of past trajectories are taken as observation and the following eight
steps are predicted. Longer term prediction is possible, but 2.4seconds are sufficient for most
humans to respond to an emergency braking (Taoka, 1989). Hence, only the performance for
predictions of the next four seconds is reported.

Table 6.2: The datasets for testing MCENet.

Name #ped. #cyc. #veh. #frames. Frame rate Description

Gates3 (Robicquet et al., 2016)* 159 223 0 9.9k 2 1ps a shared roundabout
HBS (Rinke et al., 2017) 115 22 338 3.6k 2 fps a shared area

HC (Cheng et al., 2019) 384 42 13 3.5k 21ps a shared street

*a few unfeasible trajectories measured with unlikely acceleration were discarded

6.1.2.2 Evaluation Metrics

Average displacement error (ADE) and final displacement error (FDE) are the most commonly
applied metrics to measure the performance of trajectory prediction (Alahi et al., 2016; Gupta
et al., 2018; Sadeghian et al., 2019). The mean values of ADE and FDE over all the predicted
trajectories are reported as the overall errors of prediction.

ADE is the aligned Euclidean distance from the predicted trajectory Y to its corresponding ground
truth trajectory Y averaged over all the steps, denoted by Eq. (6.1).

1 [ 2
ADE = Fz,/(yﬂ —Yt/) , (6.1)

t'=1

where ¢/ < T’ and T” is the last step of the prediction.
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FDE is the Euclidean distance of the last position from Y to the corresponding Y, denoted by
Eq. (6.2). It measures a model’s ability to predict the destination of a trajectory and is more
challenging as errors accumulate over time.

FDE = (YT/ - YT/)z. (6.2)

The mostlikely prediction and the best prediction @topl0 are employed to evaluate the performance
of multi-path trajectory prediction.

— The mostlikely prediction is selected by the trajectory ranking method using a bivariate
Gaussian distribution as described in detail in Sec 4.2.2.

— The @Qtopl0 prediction is the best one out of ten predicted trajectories that has the smallest
ADE and FDE compared to the ground truth.

6.1.2.3 Compared Models and Ablation Studies

To quantify the efficacy of MCENet, it is compared with three state-of-the-art' deep learning
models.

— S-LSTM (Alahi et al., 2016) proposes a social pooling layer for agent-to-agent interaction
modeling, in which a rectangle occupancy map is used to pool the existence of near neigh-
boring agents at each step.

— S-GAN (Gupta et al., 2018) applies GAN (Goodfellow et al., 2014) for multiple future tra-
jectories generation. It models agent-to-agent interaction via the hidden states of all the
neighboring agents.

— SS-LSTM (Xue et al., 2018) employs an encoder—decoder structure. The encoder uses dif-
ferent LSTMs to encode the motion input, agent-to-agent interaction input, and agent-to-
environment interaction input.

A series of ablation studies is designed to analyze the impact of each context, i.e., grouping
context and three types of scene context. The ablative models of MCENet that use some or all of
the above contexts are listed in Table 6.3. The ablative model that only takes motion input and
interaction input with no grouping context is treated as the baseline model. In order to guarantee
a fair comparison, all the models are trained using the same data and tested in the same real-world
scenarios.

Table 6.3: The ablative models of MCENet with different input combinations.

Model Motion | Interaction input Scene input

name input | interaction grouping | heat map aerial photograph accessibility map
Baseline vV N

MCENet+gp Vv Vv Vv

MCENet+hm 4 vV v

MCENet+hm+gp v Vv Vv Vv

MCENet+ap-+gp Vv Vv Vv Vv

MCENet+am+gp Vv Vv Vv Vv

'at the time of submission of (Cheng et al., 2020b) to the ITSC conference.
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The detailed settings of the experiments can be found at the open-source project repository:
https://github.com/haohaol1/MCENET.

6.1.3 Results
6.1.3.1 Quantitative Results

Table 6.4 lists the results measured by ADE/FDE of the MCENet models and the three compared
state-of-the-art models tested on the aforementioned datasets. It is shown that in most cases
the MCENet models (with different scene contexts plus grouping context) outperform the other
methods with respect to predicting the mostlikely trajectories. Only on Gates3, SS-LSTM per-
forms slightly better when measured by FDE. The better overall results reported by the MCENet
models prove that grouping context and scene context are beneficial for trajectory prediction.
The MCENet models are able to learn useful information from them effectively. In addition,
the MCENet models report superior results with respect to the best predictions (Qtopl0). This
demonstrates that predicting multiple plausible trajectories is necessary and helpful to analyze
how agents behave in the future. It is worth noting that the baseline model reports comparable
results with the state-of-the-art methods. This indicates that the baseline model is able to predict
accurate future trajectories even though based only on the past motion information and interaction
information without considering either grouping or scene context.

Table 6.4: The results of the MCENet models and the compared models tested on the shared space datasets.
ADE/FDE errors are denoted in meters and best values are highlighted in boldface.

Data HBS HC Gates3 Avg.

S-LSTM 1.67/3.03 1.11/1.98 3.63/6.56 2.14/3.86
S-GAN 1.45/2.86 0.97/1.67 2.98/5.42 1.80/3.32
SS-LSTM 0.82/1.75 0.49/0.79 1.61/2.89 0.97/1.81

mostlikely predictions
Baseline 0.77/1.80 0.49/0.80 1.54/3.04 0.93/1.88
MCENet+gp 0.77/1.80 0.47/0.77 1.50/2.98 0.91/1.85
MCENet+hm 0.76/1.77 0.47/0.77 1.52/2.99 0.92/1.84
MCENet+hm+gp 0.71/1.68 0.48/0.79 1.50/3.01 0.89/1.83
MCENet+ap-+gp 0.74/1.76 0.47/0.76 1.48/2.91 0.90/1.81
MCENet+am+gp 0.80/1.86 0.47/0.75 1.48/2.98 0.92/1.86
Best predictions (Qtopl0)

Baseline 0.57/1.28 0.47/0.77 1.19/2.26 0.74/1.44
MCENet+gp 0.56/1.26 0.45/0.72 1.17/2.34 0.73/1.44
MCENet+hm 0.57/1.26 0.45/0.73 1.20/2.24 0.72/1.41
MCENet+hm+gp 0.55/1.20 0.46/0.73 1.18/2.26 0.73/1.40
MCENet+ap+gp 0.55/1.25 0.45/0.72 1.21/2.30 0.74/1.42
MCENet+am+gp 0.60/1.32 0.44/0.70 1.15/2.22 0.73/1.41

The results of the ablation studies are given in the lower part of Table 6.4. It is shown that the
models utilizing grouping and scene contexts simultaneously achieve better overall performance
than the models that partially consider grouping (MCE+gp) or scene context (MCE+hm). In
terms of different scene contexts, the models using heat maps and accessibility maps achieve
comparable or higher performance than the model using an aerial photograph. This indicates that
the motion prior of road agents represented by the heat maps is useful for predicting the agents’
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future movements, and the accessibility maps provide explicit information about accessible areas
with respect to the agents’ transport mode.

6.1.3.2 Qualitative Results

Fig. 6.3 and 6.4 show the qualitative results output by the MCENet models for multi-path trajec-
tory predictions in the three shared spaces.

The impact of different contexts on predicting trajectories in the roundabout Gates3 is visualized
in Fig. 6.3. Each sub-figure represents the utility of different contexts and the salient differences
are highlighted by the white boxes. It is shown that using grouping context (Fig. 6.3b) is helpful
for converging the predicted multiple trajectories into a smaller intended area (the “fan” shaped
area) compared to the baseline model (Fig. 6.3a). Using heat maps, the MCENet model generates
predictions that are more accurately aligned with the ground truth. For instance, the trajectories
of the blue agent (in the middle box) are incorrectly predicted towards the center of the roundabout
by the baseline model (Fig. 6.3a). When utilizing heat maps (Fig. 6.3¢c), however, the predicted
trajectories follow along the road and fit the ground truth. This indicates that the prior information
captured by the heat maps is important for predicting trajectories, especially in the scene with
complex interactions. When the scene context of heat maps is combined with grouping context
(Fig. 6.3d) the prediction results are improved further.

The second row of Fig. 6.3 shows the impact of different types of scene context on the MCENet
models. Fig. 6.3e shows the prediction by MCENet+ap+gp considering the scene context from
an aerial photograph. In comparison to the model not using this information (Fig. 6.3b), the
aerial photograph provides a global visual context of the scene and improves the prediction. This
indicates that MCENet+ap+gp is able to extract useful information directly from the RGB image
to help predict trajectories. On the other hand, compared to the predictions using the scene
contexts provided by respective heat maps (Fig. 6.3d) and accessibility maps (Fig. 6.3f), the
improvement due to the aerial photograph is smaller, which is also in line with the quantitative
results reported in Table 6.4. This is because the scene context in an RGB image is implicit while
heat maps and accessibility maps provide explicit scene contexts. However, from the perspective
of data acquisition, an RGB image is easier to be acquired than heat maps and accessibility maps,
especially in complex scenes. Furthermore, it is apparent that predicted trajectories generated
with the use of accessibility maps (Fig. 6.3f) have less divergence than the ones with heat maps
(Fig. 6.3d). This is because the accessibility maps have strong constraints on how an agent should
behave in a given scene, while the heat maps only provide statistical prior information about how
previous agents have interacted with the environment.

Fig. 6.4 demonstrates MCENet+am+gp that considers the contexts of accessibility maps and
grouping across different spaces. It is shown that the model is able to precisely predict the future
trajectories of different agents (denoted by different colors) by observing their past trajectories
(in black). In environments with clearly defined orientation of the road geometry, i.e., HBS and
HC, the multiple predictions of each trajectory deviate at a very small scale, i.e., most predictions
are very close to the ground truth trajectories. In Gates3, instead of straight road geometry,
the roundabout environment leads to more complicated agent-to-agent and agent-to-environment
interactions. Even though MCENet+am+gp is able to correctly predict the trajectory for each
agent, the multiple predictions of each trajectory deviate more widely, especially with respect to
entering or leaving the roundabout. This implies that the ability of predicting multiple plausible
trajectories is important for this task, because the uncertainty of an agent’s movement increases
over time in a complex environment.
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T \OT

(d) MCENet+hm+gp (e) MCENet+ap+gp (f) MCENet+am-+gp

Figure 6.3: The qualitative results of MCENet tested on the Gates3 dataset. Past trajectories are denoted in black and ground truth trajectories in purple.
Different agents are denoted in different colors. Important differences are highlighted in the white boxes. Background images are retrieved from (Robicquet
et al., 2016).
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(b) HC

(c) Gates3
Figure 6.4: The qualitative results of MCENet considering the context information of grouping and accessi-

bility maps across different shared spaces. Past trajectories are denoted in black and ground truth trajectories

in purple. The background images of (a) and (b) are taken from Imagery ©2020 Google, and (c) is retrieved
from (Robicquet et al., 2016).
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6.1.4 Discussion

The above experiments and analyses for trajectory prediction are limited to the same individual
shared spaces, i.e., all the MCENet models are trained and tested in the same environment.
Therefore, the models’ generalizability still has to be discussed. The scene contexts in HC, HBS,
and Gates3 are totally different from each other for heterogeneous road users (as shown in Fig. 6.4).
Can the MCENet models being trained by, e. g., the HC and HBS datasets be generalized to the
Gates3 dataset?

To answer the question above, the so-called leave-one-out cross validation is applied: the MCENet
models were trained using two of the above datasets and tested on the third unseen dataset.
This operation was repeated for each dataset and the average performance is reported below.
Furthermore, the trained models were fine-tuned via retraining using a gradually increased amount
of the data taken from the tested space. The amount of data for fine-tuning is quantified by
visibility. If no data from the tested space is leveraged, the visibility rate is zero. Up to 30 % (0.3
visibility rate) of the data from the tested space was used for fine-tuning and the remaining 70 %
of the data was set as the independent test set.

1.34 —+— MCENet+hm+gp 2.6 —+— MCENet+hm+gp
—+— MCENet+ap+gp 541 —+— MCENet+ap+gp
_1'2' —e— MCENet+am+gp 7 —e— MCENet+am+gp
S € |
=11 £2.2
Ll [N}
2 r
< 1.0 2.0
0.9 1.8
0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3
visibility rate visibility rate

Figure 6.5: The performance of the MCENet models measured by leave-one-out cross validation.

Fig. 6.5 shows the results for the MCENet models that use different scene contexts. It is shown
that with zero visibility of the tested space, the performances of all the MCENet models drop
considerably compared to what is shown in Table 6.4. This is a reasonable phenomenon because
different spaces have different scenarios. Scene information is an important factor for the MCENet
models. The models trained in the other spaces have no knowledge about the scene information
of the tested space without fine-tuning. Therefore, the learned scene information does not match
the one of the test set.

Fig. 6.5 also demonstrates that with an increasing visibility rate for fine-tuning, the models’ per-
formances improve significantly. The improved performances indicate that the MCENet models
can be easily transferred to a new space through fine-tuning. The fine-tuning method, to some
extent, remedies the problem of overfitting the MCENet models to particular contexts and transfer
the models to “new” contexts. Nevertheless, this method is unpractical if the data from the tested
space is not available, which is often the case in reality. It remains an open question how to im-
prove the models’ generalizability without fine-tuning. This question will be further investigated
by the other two frameworks in the following sections.
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6.1.5 Summary

In this section, a novel framework MCENet for multi-path trajectory prediction of heterogeneous
road user agents in shared spaces has been proposed. The framework incorporates scene context,
interaction context, and motion information to capture the variations of future trajectories by
learning a set of stochastic latent variables. Multi-path trajectories are predicted depending on
the past information of the target agents by introducing the stochastic latent variables. The
efficacy of the framework was investigated in several complex real-world scenarios that showed
a clear improvement as measured by the average and final displacement errors over three recent
state-of-the-art models.

The ablation studies helped to analyze the impact of grouping and scene contexts for trajectory
prediction. The studies suggest that the MCENet model that considers the grouping context
predicts more accurate trajectories, and multiple predictions for each trajectory converge into a
smaller intended area than the predictions by the model without the grouping context.

Furthermore, the impact of the three types of scene context, i. e., heat map, aerial photograph, and
accessibility map, has been measured. Comparison of the three scene types suggests that it is more
difficult to learn scene context from an aerial photograph than from heat maps and accessibility
maps. An aerial photograph provides implicit scene information by an RGB image for all agents
without the differentiation of transport mode, whereas heat maps and accessibility maps provide
more explicit information, i.e., the distributions of the past trajectories and the accessibilities of
the road surface according to the agents’ transport mode.

In the end, the generalizability of the framework was discussed. On the one hand, the leverage of
the scene contexts improves the model’s performance of trajectory prediction in the same scene for
which the model was trained. On the other hand, the specific scene context impairs the model’s
generalizability for predicting trajectories in a new scene, on which the model was not trained.
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6.2 Attentive Maps Encoder Network

The results presented in this Sec. 6.2 are adapted from (Cheng et al., 2021c), published in the
ISPRS Journal of Photogrammetry and Remote Sensing.

On the basis of the previous framework MCENet (Sec. 6.1.1), the second framework is introduced in
this section, with the aim to investigate the generalizability with respect to predicting trajectories

in “new” scenes.

6.2.1 Framework

The Attentive Maps Encoder Network (AMENet) predicts multi-path trajectories for heterogeneous
agents by introducing dynamic maps and incorporating the self-attention mechanism (Vaswani
et al., 2017) for modeling agent-to-agent interaction. To gain more detailed insight, the following
aspects are further explored by AMENet for trajectory prediction in shared spaces:

1) Attentive dynamic maps. This interaction module learns spatio-temporal interconnec-
tions between agents. It encodes the information extracted from the neighboring agents’ ori-
entation, speed, and position in relation to the target agent at each step. The self-attention
mechanism enables the module to automatically focus on the salient features extracted over
different steps.

2) Generalizability. AMENet is designed to predict heterogeneous road users’ trajectories in
various unseen environments in real-world mixed traffic, which addresses the open question
of generalizability of MCENet (as discussed in Sec. 6.1.4).

Fig. 6.6 gives an overview of the framework. Two encoders learn the representations of an agent’s
behavior into a latent space: the X-Encoder learns the information from the observed trajectories,
while the Y-Encoder learns the information from the future trajectories of the ground truth and
is removed in the inference phase. The Decoder is trained to predict the future trajectories con-
ditioned on the information learned by the X-Encoder and the representations sampled from the
latent space.
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Figure 6.6: The overview of the framework for the attentive maps encoder network. FC stands for fully
connected layer. The specific structure of the X-Encoder/Y-Encoder is given by Fig. 6.7.

Fig. 6.7 presents the detailed process of encoding. The X-Encoder is used to encode past infor-
mation. It has two branches in parallel to process the motion information (upper branch) and
dynamic maps information for interaction (lower branch). The upper branch takes the offsets
(Az;',Ay;" )L, for each target agent over the observed steps?. The motion information initially is

2Unlike in MCENet, here only the offsets are leveraged as the motion input, but the one-hot encoding of the agent’s
transport mode is not used since this information is not provided by the experimental datasets.
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passed to a 1D convolutional layer (ConvlD) with a one-step stride along the time axis to learn
motion features one step after another. Then, the output is sequentially passed to an FC layer
and an LSTM module for encoding the temporal features into a hidden state, which contains all
the motion information of the target agent. The lower branch takes the dynamic maps (Map!)Z_,
as input. The interaction information at each step is passed through a 2D convolutional layer
(Conv2D) with the ReLU activation and a Max Pooling layer (MaxPool) for learning the spatial
features among all the agents. The output of the MaxPool at each step is flattened and concate-
nated along the time axis to form a timely distributed feature vector. Then, the feature vector
is fed forward to the attention layer for learning interaction information. Output of the attention
layer is passed to an LSTM used to encode the dynamic interconnection in the sequence. Both
the hidden states (the last output) from the motion LSTM and the interaction LSTM are concate-
nated and passed to an FC layer for feature fusion, forming the complete output of the X-Encoder,
denoted as P,.
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Figure 6.7: The structure of the X-Encoder of AMENet. The upper branch extracts motion information of
target agents and the lower one attentively learns the interaction information between neighboring agents
from the dynamic maps over time. Motion information and interaction information are encoded by their
respective LSTMs sequentially. The last outputs of both LSTMs are concatenated and forwarded to a fully
connected (FC) layer to get the final output of the X-Encoder. The Y-Encoder has the same structure as
the X-Encoder.

The Y-Encoder has the same structure as the X-Encoder, which is used to encode both the target
agent’s motion and interaction information from the ground truth during training time. Dynamic
maps are also leveraged in the Y-Encoder, although they are not reconstructed from the Decoder
(only the future trajectories are reconstructed). This extended structure distinguishes AMENet
from conventional CVAE structure (Kingma and Welling, 2014; Kingma et al., 2014; Sohn et al.,
2015) and the work by Lee et al. (2017), in which only ground truth trajectories are inserted for
training the recognition model.

6.2.2 Experiments
6.2.2.1 Datasets

The performance of the proposed framework has been validated in the TrajNet challenge (Sadeghian
et al., 2018a), which is one of the most popular multi-scenario forecasting benchmarks. In this
challenge, eight consecutive ground-truth steps (3.2 seconds) of each trajectory are for observation
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and the following twelve steps (4.8 seconds) are required to forecast. TrajNet is a super-set of
diverse popular benchmark datasets: BIWI (Pellegrini et al., 2009), Crowds (Lerner et al., 2007),
MOT (Ferryman and Shahrokni, 2009), and SDD (Stanford Drone Dataset) (Robicquet et al.,
2016). There is a total of 11,448 trajectories from these four subsets covering 38 scenes for train-
ing. The test data is from another 20 scenes without ground truth. Each scene presents various
traffic densities in different space layouts, which makes the prediction task challenging and requires
a model to generalize, in order to adapt to the various complex scenes. With the aim to guarantee
a fair comparison, the TrajNet challenge provides a specific server for online evaluation. Table 6.5
lists the benchmark’s statistics.

Table 6.5: The datasets hosted by the TrajNet benchmark (Sadeghian et al., 2018a) for testing AMENet.

Dataset Agent Training Online test
name type |#scenes #trajs Fframes | #scenes #trajs Hirames
BIWTI (Pellegrini et al., 2009) ped. 1 145 2.9k 1 51 1.0k
Crowds (Lerner et al., 2007) ped. ) 2211 44.2k 2 268 5.4k
MOT (Ferryman and Shahrokni, 2009) | ped. 1 107 2.1k 0 0 0
SDD (Robicquet et al., 2016) mixed* 31 8985  179.7k 17 2829  56.6k
Total |mixed | 38 11448 2289k | 20 3148  63.0k

*pedestrians, bikers, skateboarders, cars, buses, and golf cars
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Figure 6.8: Visualization of each scene of the offline test set. The background images are retrieved
from (Sadeghian et al., 2018a,).

In order to train and evaluate the proposed method, as well as the ablation studies, six of the
total 38 scenes in the training set are selected as the offline test set. Namely, they are bookstores3,
coupal, deathClircle0, gatesl, hyang6, and nexusO. The selection of these scenes is based on the
space layout, data density, and percentage of non-linear trajectories, as shown in Table 6.8. Fig. 6.8
visualizes the trajectories in each scene.
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6.2.2.2 Evaluation Metrics

In addition to ADE/FDE, mostlikely and @Qtopl0 predictions (Sec. 6.1.2.2), all failed predictions
that involve collisions and trajectories’ linearity are employed to measure the performance of the
proposed framework.

A collision refers to two predicted trajectories intersecting each other with a distance of
less than 0.1 meters at the same time. Considering the interval (0.4 seconds) between two
consecutive steps is relatively large, the granularity of the current interval may not correctly
capture how two trajectories intersect. Hence, following (Sadeghian et al., 2019) linear
interpolation is applied to insert an intermediate step in order to reduce the interval to
0.2 seconds for collision analysis. In this study, all pairwise collisions are considered. As long
as a collision is detected for a predicted trajectory, the prediction is considered to have failed.

The linearity of a trajectory not only depends on the continuity of the travel direction, but
also on the speed. A two-degree polynomial fitting, the same scheme provided by (Gupta
et al., 2018), is used to categorize the linearity of trajectories. It compares the sum of the
squared residuals over the fitting with the leastsquares error. A trajectory is categorized as
linear if the sum of the squared residuals is smaller than a predefined error threshold.

6.2.2.3 Compared Models and Ablation Studies

The performance of AMENet is compared with the most influential previous models and the recent
state-of-the-art models published on the TrajNet challenge leader board.

Linear (off): a simple temporal linear regressor using the offset of the consecutive positions
of a trajectory as input;

Social Force (Helbing and Molnar, 1995) is a rule-based model with the repelling force for
collision avoidance and the attractive force for social connections;

S-LSTM (Alahi et al., 2016) proposes social pooling with a rectangular occupancy grid for
close neighboring agents;

SR-LSTM (Zhang et al., 2019) uses a states refinement module for extracting social effects
between the target agent and its neighboring agents;

RED (Becker et al., 2018) uses an RNN-based Encoder with Multilayer Perceptron (MLP)
for trajectory prediction;

MX-LSTM (Hasan et al., 2018) exploits the head pose information of agents to help analyze
their moving intention;

S-GAN (Gupta et al., 2018) proposes to utilize GAN (Goodfellow et al., 2014) for multi-path
trajectory prediction;

Ind-TF (Giuliari et al., 2021) proposes a novel idea that utilizes the Transformer net-
work (Vaswani et al., 2017) for sequence prediction. No social interactions between agents
are considered by this model.

In order to analyze the impact of each module in the proposed framework, i.e., dynamic maps,
self-attention, and the extended structure of the CVAE, several ablative models are investigated,
as listed in Table 6.6.

ENet: (E)ncoder (Net)work, which is conditioned only on the motion information. The
interaction information is not leveraged. This model is treated as the baseline model.
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— OENet: (O)ccupancy+ENet, where interactions are modeled by the occupancy grid in both
the X-Encoder and the Y-Encoder.

— AOENet: (A)ttention+OENet, where the self-attention mechanism is added.

— MENet: (M)aps+ENet, where interactions are modeled by the proposed dynamic maps in
both the X-Encoder and the Y-Encoder.

ACVAE: (A)ttention+CVAE, where the dynamic maps are added only in the X-Encoder. It
is equivalent to a CVAE model with the self-attention mechanism.

— AMENet: (A)ttention+MENet, where the self-attention mechanism is added. It is the full
model of the proposed framework.

Table 6.6: The ablative models of AMENet.

Model X-Encoder Y-Encoder

name motion occupancy dynamic maps attention | motion occupancy dynamic maps attention
ENet* Vv v

OENet vV vV vV vV

AOENet |/ v v v v v
MENet N4 v v vV

ACVAE 4 v 4 v

AMENet |/ v v | v v Vv

*the baseline model

The detailed settings of the experiments can be found at the open-source project repository:
https://github.com/haohaol1/AMENet.

6.2.3 Results
6.2.3.1 Results for TrajNet Challenge

The performances of single trajectory prediction from different methods on the TrajNet benchmark
are given in Table 6.7. The results were originally reported on the leader board? up to the date of
14 June 2020.

AMENet outperformed the other models and won the first place measured by the aforementioned
metrics. From the table, it is apparent that AMENet reduces the prediction errors by a large
margin in comparison with the most cited and pioneering deep learning model S-LSTM, as well as
the generative model S-GAN that is based on GAN. Meanwhile, AMENet produces more accurate
predictions than the linear model and the rule-based model, as well as three other recent deep
learning models, i. e., MX-LSTM, SR-LSTM, and RED. Compared with the most recent model Ind-
TF, AMENet achieves comparable performance in terms of ADE and slightly better performance
in terms of FDE (from 1.197 to 1.183m). The superior performance given by AMENet here also
validates the efficacy of the ranking method to select the mostlikely prediction from the multiple
predicted trajectories, as introduced in Sec. 4.2.2. It should be noted that the online server does
not provide an evaluation for collision and linearity analyses. Hence, they are not reported in
Table 6.7.

3http://trajnet.stanford.edu/result.php?cid=1, accessed on 14 June 2020.
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Table 6.7: The results of AMENet tested on TrajNet. Smaller values indicate a better performance and best
values are highlighted in boldface.

Model Avg. [m]] FDE [m]| ADE [m]}
S-LSTM (Alahi et al., 2016) 1.3865 3.098 0.675
S-GAN (Gupta et al., 2018) 1.3340 2.107 0.561
MX-LSTM (Hasan et al., 2018) 0.8865 1.374 0.399
Linear (off) 0.8185 1.266 0.371
Social Force (Helbing and Molnar, 1995) 0.8185 1.266 0.371
SR-LSTM (Zhang et al., 2019) 0.8155 1.261 0.370
RED (Becker et al., 2018) 0.7800 1.201 0.359
Ind-TF (Giuliari et al., 2021) 0.7765 1.197 0.356
AMENet* 0.7695 1.183 0.356

*named ikg_tnt on the leader board of TrajNet challenge

6.2.3.2 Results for Multi-Path Prediction

The performance for multi-path prediction is investigated quantitatively and qualitatively. The
offline test set is used for this purpose so that the evaluation can be measured in detail with the
information of ground truth. Table 6.8 shows the quantitative results. Compared to the mostlikely
prediction, as expected the Qtopl0 prediction yields similar but slightly better performance. This
indicates that (1) the generated multiple trajectories increase the chance to narrow down the errors;
(2) the ranking method is effective for ordering the multiple predictions and proposing a good one,
which is especially important for tasks where prior knowledge of the ground truth is not available,
e. g., path planning for automated agents.

The performance of AMENet is also measured by the number of failed trajectories according to
collision analysis. It is clear that across the datasets, in most cases AMENet successfully predicts
trajectories without collisions in bookstore3, hyang6, and nexus6 in terms of the @topl10 and the
mostlikely predictions. But it generates six and two failed trajectories in deathCircle0 and gatesl,
respectively, in terms of the @Qtopl0 prediction. Similarly, it outputs six and two failed trajectories
in coupa3d and deathCircle0, respectively, in terms of the mostlikely prediction. In total, the
average failure rate is 0.3 %, i.e., on average 1.3 out of 407 trajectories predicted with collisions.
This failure rate is very low. Nevertheless, out of the concern for traffic safety this number should
be reduced to zero.

Table 6.8: The results of AMENet tested on the TrajNet offline test set. Fvaluation results are measured by
ADE/FDE/failed predictions for multi-path trajectory prediction.

Dataset Layout #Trajs EZ?_I};IEEM Q@topl0 mostlikely
bookstore3 parking 429 0.71 0.477/0.961/0 0.486,/0.979/0
coupad corridor 639 0.31 0.221/0.432/0 0.226/0.442/6
deathCircle0  roundabout 648 0.89 0.650/1.280/6 0.659/1.297/2
gates] roundabout 268 0.87 0.784/1.663/2  0.797/1.692/0
hyang6 intersection 327 0.79 0.534/1.076/0 0.542/1.094/0
nexus6 corridor 131 0.88 0.542/1.073/0 0.559/1.109/0
Avg. ; 407 0.74 0.535/1.081/1.3  0.545/1.102/1.3
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Figure 6.9: The results of AMENet for multi-path prediction. The background images are retrieved
from (Sadeghian et al., 2018a).

Fig. 6.9 showcases some qualitative examples of the multi-path trajectory prediction by AMENet.
As shown in the roundabout deathCircle0 and gatesl, each moving agent has more than one
possibility (different speed and orientation) to choose a future path. The predicted trajectories
diverge more widely in further steps as uncertainty about an agent’s intention increases with
time. In comparison to single-path trajectory prediction, predicting multiple plausible trajectories
indicates a larger intended area and raises the chance to cover the correct path an agent might
choose in the future. Also, the “fan” of possible trajectories can be interpreted as reflecting
uncertainty of prediction. Conversely, a single prediction provides limited information for inference
and is likely to lead to a false conclusion if the prediction is not correct /precise in the early steps. On
the other hand, agents that stand still are correctly predicted by AMENet with high certainty, as
shown by two agents in gatesl in the upper right area. As designed by the model, only interactions
between agents lead to adaptions in the predicted path and deviation from linear paths; the scene
context, e. g., road geometry, is not modeled which does not affect prediction.

6.2.3.3 Results for Ablation Studies

Table 6.9 shows the quantitative results for the ablation studies. Errors are measured by ADE/FDE
for the mostlikely prediction. The comparison between OENet and the baseline model ENet shows
that extracting interaction information from the occupancy grid does not lead to a better perfor-
mance. Even though the self-attention mechanism is added to the occupancy grid (denoted by
AOENet), the slightly enhanced performance still falls behind the baseline model. The compar-
ison indicates that interactions are not effectively learned from the occupancy grid regardless of
the self-attention mechanism across the datasets. Comparison between MENet and ENet shows a
similar pattern. Performance is slightly less inferior using the dynamic maps than it is using the
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occupancy grid (MENet vs. OENet) in comparison to the baseline model. However, profound im-
provements become apparent after employing the self-attention mechanism. First, the comparison
between ACVAE and ENet shows that even without the extended structure in the Y-Encoder, the
dynamic maps with the self-attention mechanism in the X-Encoder are very beneficial for modeling
interactions. On average, performance is improved by 4.0 % and 4.5 % as measured by ADE and
FDE, respectively. Second, comparison between the proposed model AMENet and ENet shows
that after extending the dynamic maps to the Y-Encoder, errors, especially the absolute values
of FDE, further decrease across all the datasets; ADE is reduced by 9.5 % and FDE is reduced
by 10.0 %. This improvement has also been confirmed by the benchmark challenge (as shown in
Table 6.7).

Table 6.9: The results of AMENet for ablation studies. Evaluation results are measured by ADE/FDE for
the mostlikely prediction of the ablative models and the proposed model AMENet. Best values are highlighted
in boldface.

Scene ENet OENet AOENet MENet ACVAE AMENet

bookstore3 0.532/1.080  0.601/1.166  0.574/1.144 0.576/1.139  0.509/1.030  0.486,/0.979
coupad 0.241/0.474  0.342/0.656  0.260/0.509  0.294/0.572  0.237/0.464 0.226/0.442
deathCircle0  0.681/1.353  0.741/1.429 0.726/1.437 0.725/1.419 0.698/1.378 0.659/1.297
gatesl 0.876/1.848 0.938/1.921 0.878/1.819 0.941/1.928 0.861/1.823 0.797/1.692
hyang6 0.598/1.202 0.661/1.296  0.619/1.244 0.657/1.292 0.566/1.140 0.542/1.094
nexus6 0.684/1.387 0.695/1.314  0.752/1.489 0.705/1.346  0.595/1.181 0.559/1.109
Avg. 0.602/1.224  0.663/1.297 0.635/1.274  0.650/1.283  0.577/1.170  0.545/1.102

Furthermore, the evaluation is decomposed for non-linear and linear trajectories across all of the
above models. Fig. 6.10 visualizes the values of (a) ADE and (b) FDE averaged over the six scenes
in the offline test set. Across the models, the performance for predicting non-linear trajectories
demonstrates a similar pattern compared to predicting all the trajectories (linear 4+ non-linear)
and AMENet outperforms the other models measured by both metrics. Obviously, predicting the
linear trajectories is easier than the non-linear ones. In this regard, all the models perform very well
(ADE < 0.2 m and FDE < 0.4 m), especially the AMENet and ACVAE models. This observation
indicates that if there are other agents interacting with each other, the continuity of their motion
is likely to be interrupted, i.e., deviating from the free-flow trajectories (Rinke et al., 2017). The
model has to adapt to this deviation to achieve a good performance. On the other hand, if there
is no such reason to disrupt the linearity of motion, then the model does not generate deviated
trajectories.

6.2.3.4 Qualitative Results

Fig. 6.11 showcases some qualitative results by the proposed AMENet model in comparison to
the ablative models. In general, AMENet generates accurate predictions and outperforms the
other models in all the scenes, which is especially visible in coupa3 (a) and bookstore3. All the
models predict plausible trajectories for two agents walking in parallel in coupa3 (b) (denoted by
the black box), except the baseline model ENet. Without modeling interactions, the ENet model
generates two trajectories that intersected. In hyang6 limited performance was shown by ENet,
AOENet, and MENet regarding travel speed and by OENet and ACVAE regarding destination
for the fast-moving agent. In contrast, AMENet still provides a good prediction. In nexus6 (a)
and (b), only two agents were present, and all models perform well. More agents were involved
in the roundabout scenes, in which the prediction task is more challenging. AMENet generates
accurate predictions for most of the agents. However, its performance is limited by the agents
that changed speed or direction rapidly from their initial movement. There is also the particular
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Figure 6.10: The results of AMENet for predicting linear and non-linear trajectories. The prediction errors
for linear, non-linear and all trajectories are measured by (a) ADE and (b) FDE for all ablative models, as
well as the proposed model AMENet.

interesting scenario of the two agents that walked towards each other in deathCircle0 (denoted by
the black box). In reality, when the right agent changed its heading towards the left agent, the
left agent had to decelerate strongly to yield. Regarding the interaction and compared with the
other models, AMENet generates non-conflict trajectories.

6.2.4 Discussion

Based on the extensive studies and results, the advantages and limitations of the AMENet model
are discussed below.

AMENet demonstrated superior performance in different shared spaces. Firstly, the proposed
model was able to achieve a state-of-the-art performance on the TrajNet benchmark challenge
datasets, which contain various scenes. Secondly, the results of the ablation studies demonstrated
that information of interactions between agents is beneficial for trajectory prediction. However, the
performance highly depends on how such information is leveraged. It was difficult for the occupancy
grid, which is only based on the positions of the neighboring users, to extract useful information
for interaction modeling, because positions change from one step to the next and from one scene
to another. The speed and orientation information is not considered by the occupancy grid, which
may explain why the occupancy grid performed worse than the dynamic maps in the same settings.
Thirdly, as interactions change over time, the self-attention mechanism automatically extracts the
salient features from the dynamic maps over different steps.

However, several limitations of the model have been uncovered throughout the experiments. First,
the resolution of the map was approximated according to the experimental data and the size of
the neighboring agents was not yet considered. This may limit the model when dealing with
big-sized agents, such as buses or trucks. Second, from the qualitative results it is clear that
the model showed limited performance for predicting the behavior of the agents that drastically
changed direction and speed, which is in general a very challenging task without extra information
from the agents, such as body posture or line of gaze. Last but not least, in this study, scene
context information was not included. The lack of this information may lead to a wrong prediction,
e. g., trajectories leading into obstacles or inaccessible areas. Scene context can have a positive effect
on trajectory prediction, e.g., a trajectory follows a (curved) path, whereas a strong constraint
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Figure 6.11: The qualitative results of AMENet and ablative models. Trajectories are predicted by ENet,
OENet, AOENet, MENet, ACVAE, and AMENet in comparison with the ground truth (GT) trajectories on
TrajNet. The background images are retrieved from (Sadeghian et al., 2018a).
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from the scene context can easily overfit a model for some particular scene layouts (as discussed
in Sec. 6.1.4). Hence, a good mechanism for parsing the scene information is needed to balance
the trade-off, especially for a model trained on one scene and applied to another.

6.2.5 Summary

In this section, the Attentive Maps Encoder Network (AMENet) has been proposed to use motion
and interaction information for multi-path trajectory prediction of heterogeneous road user agents
in various real-world environments. The latent space learned by the X-Encoder and Y-Encoder
for both sources of information enables the model to capture the stochastic properties of motion
behavior for predicting multiple plausible trajectories after a short observation time. The efficacy
and the generalizability of the model were validated on one of the the most challenging bench-
marks, TrajNet, which contains various datasets in different unseen real-world environments. This
framework not only achieved state-of-the-art performance, but also won the first place on the
leader board? for predicting 12 time-step positions of 4.8 seconds. Meanwhile, each component of
AMENet was analyzed via a series of ablation studies.

The following summarizes improvements made from the previous framework MCENet to the frame-
work AMENet introduced in this section.

Compared to MCENet, AMENet proposes a novel way—attentive dynamic maps—to extract the
social effects between agents during interactions. The dynamic maps capture accurate interaction
information by encoding not only the neighboring agents’ relative position but also orientation and
travel speed in relation to the target agent, while the self-attention mechanism enables the model
to learn the global dependency of interaction over different steps.

In contrast to MCENet, AMENet is designed in a way that scene context information is not
considered and only the interactions between agents will lead to adaption of agents’ movement.
This design remedies the problem of overfitting a model for a specific scene such that the model
cannot be easily generalized for new scenes, where the scene context is totally different from the
one the model has been trained on.

However, how to effectively use the scene context information and avoid overfitting still needs to
be further explored in future work.

4This evaluation performance was measured at the time of its submission to the online server.
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6.3 Dynamic Context Encoder Network

The results presented in this Sec. 6.3 are adapted from (Cheng et al., 2021b), pending to be pub-
lished in the proceedings of the 2021 IEEE International Conference on Robotics and Automation
at the time of completion of this thesis.

In this section, the third framework is introduced, with the aim to improve performance of the
previous framework AMENet (Sec. 6.2.1) for trajectory prediction.

6.3.1 Framework

The Dynamic Context Encoder Network (DCENet) predicts multi-path trajectories of heteroge-
neous agents by enhancing the self-attention architectures (Vaswani et al., 2017). Fig. 6.12 depicts
the general structure of the self-attention architecture.

_
Dynamic
maps
e
Time axis

Self-attention Encoder

Figure 6.12: The pipeline of dynamic context encoder network. Multiple future trajectories (the mostlikely
one indicated by dash lines with the shaded area of possible trajectories) of a target agent (in red) are
predicted conditioned on its observed movement (solid line) with consideration of its interactions between
neighboring agents (in blue) in mized traffic. Interaction is learned through the dynamic maps with each
layer dedicated to capturing position, orientation, and speed information (indicated by color-coded rectangles)
using self-attention structures.

Built upon the previous framework AMENet (Sec. 6.2.1), the following aspects are further inves-
tigated by DCENet for trajectory prediction.

1) Dedicated self-attention structures are designed for learning motion information and agent-
to-agent interaction information, respectively.

2) The model is further generalized to predict accurate trajectories not only in unseen shared
spaces, but also at intersections in mixed traffic.

Fig. 6.13 depicts the detailed framework of DCENet. It has four modules—Encoder X, Encoder Y,
latent space, and Decoder. It is shown that DCENet inherits a similar framework from AMENet.
The major difference is that DCENet adopts a two-stream architecture (Simonyan and Zisserman,
2014a) with dedicated self-attention mechanisms. One stream is dedicated to learning the spatial
context and another stream to learning temporal context explicitly. These streams are later fused.
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In this way, exploiting the complex dynamic spatial-temporal context is decomposed into a) learn-
ing the temporal dependencies between steps by using the self-attention and a following global
average pooling and b) learning spatial context at a step among agents by using the self-attention
and an LSTM. The following explains the learning process in detail.

Encoder Y ) ) Encoder X Decoder
Trajectories Trajectories
. ’f‘ ™ 4 2 g: Latent Space Predictions
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Figure 6.13: The framework of DCENet. Encoder X and Encoder Y are identical in structure. ConvlD
stands for 1D convolutional layer and Conv2D for 2D convolutional layer, FC stands for fully connected
layer, GApool stands for global average pooling layer, and LSTM stands for Long Short-Term Memory.

Encoder X and Encoder Y are identical in structure and work analogously for encoding the observed
and future (ground truth) information, respectively. As shown in Fig. 6.13, there are two branches
in both encoders dedicated to learning motion and agent-to-agent interaction information. Without
loss of generality, the encoding process is explained below by taking Encoder X as an example.

— The upper branch of Encoder X is constructed in the order of a 1D convolutional (ConvlD)
layer, a fully connected layer (FC), and a self-attention layer followed by a global average
pooling layer. The ConvlD layer convolutionally learns the motion information one step
after another. The FC layer is used for connecting all the steps. The self-attention layer
with the global average pooling block attentively learns an agent’s motion pattern over time,
which is equivalent to the general structure of the Transformer encoder (Sec. 2.5). Hence,
this block is also called Transformer encoder in this framework. In comparison, AMENet
employs an LSTM for learning the motion information.

— In parallel to the upper branch, the lower branch is constructed in the order of a 2D con-
volutional (Conv2D) layer, an FC layer, a self-attention layer, and an LSTM. The Conv2D
layer extracts spatial information from the dynamic map at each step. The following FC and
self-attention layers work in a similar way as the previous branch. In the end, instead of using
global average pooling, an LSTM is used to encode the interaction information. It should
be noted that the structure of the lower branch is identical to the corresponding structure
in the AMENet framework.

— The encodings of the two branches are concatenated and passed to an FC layer. The output
of the FC layer is the final encoding of Encoder X.

During the training phase, both the observed trajectory and dynamic maps, as well as the future
trajectory and dynamic maps are encoded by the above encoders. Then, their encodings are
concatenated and passed through two FC layers for fusion. After that, two side-by-side FC layers
are used to estimate the mean and the variance of the latent variables. A future trajectory is
reconstructed by the LSTM Decoder step by step conditioned on the encodings of observation and
the latent variables.

In the inference phase, the ground truth of the future trajectory is no longer available and its
pathway is removed (color coded in green in Fig. 6.13). A latent variable is sampled from the prior
Gaussian distribution and concatenated with the observation encodings, which together serve as
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the condition for the following trained Decoder for predicting a future trajectory. The sampling
and decoding process is repeated multiple times to predict multiple trajectories.

6.3.2 Experiments
6.3.2.1 Datasets

DCENet is tested on both the TrajNet benchmark (Sec. 6.2.2.1) and the newly published large-
scale inD? benchmark. inD consists of 33 subsets and was collected using drones from four very
busy intersections in Germany by Bock et al. (2019). In contrast to TrajNet, in which most of the
environments (i. e., shared spaces) are pedestrian friendly, the intersections in inD are dominated by
vehicles. This makes the prediction task more challenging due to the very different travel speeds
between pedestrians and vehicles, as well as their direct interactions. The inD benchmark was
processed by following the same format as the TrajNet benchmark: Each trajectory contains 20
consecutive steps, the first eight steps for observation and the following twelve steps for prediction.
The interval between two consecutive steps lasts 0.4 seconds. Table 6.10 lists the statistics of the
inD benchmark after processing.

Table 6.10: The inD benchmark for testing DCENet. It was acquired from four different intersections in
Germany.

Intersection Agent Training Test

type type #subsets #trajs #frames #subsets #trajs #frames
Intersection-(A) mixed 5 525 10.5k 2 199 4.0k
Intersection-(B) mixed 7 815 16.3k 4 646 12.9k
Intersection-(C) mixed 8 2809 56.2k 4 1807 36.1k
Intersection-(D) mixed 2 122 2.4k 1 87 1.7k
Total ‘ mixed ‘ 22 4271 85.4k ‘ 11 2739 54.7k

6.3.2.2 Compared Models and Ablation Studies

Performance of DCENet is compared with the most influential previous models and the recent
state-of-the-art models published on the TrajNet challenge. It is also compared with the three
most representative models—S-LSTM and S-GAN, as well as AMENet (Sec. 6.2.2) on the inD
benchmark. All models were trained and tested by using the same data in order to guarantee a
fair comparison.

— S-LSTM (Alahi et al., 2016) is the first deep learning method that uses occupancy grid for
modeling interactions between agents. In comparison, DCENet employs attentive dynamic
maps for agent-to-agent interaction (Sec. 4.2.3.2).

— S-GAN (Gupta et al., 2018) adopts GAN (Goodfellow et al., 2014) for multi-path trajectory
prediction. In comparison, DCENet adopts CVAE (Sohn et al., 2015) as the generative
module for multi-path trajectory prediction.

— AMENet (Sec. 6.2.2) only employs the self-attention mechanism (Vaswani et al., 2017) for
learning agent-to-agent interaction. In comparison, DCENet adopts a two-stream archi-
tecture (Simonyan and Zisserman, 2014a) of attention modules, with respective streams
dedicated to learning the spatial and temporal contexts explicitly.

Shttps://www.ind-dataset.com/, accessed on 31 October 2020.
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A series of ablation studies is designed to analyze the impact of each proposed module, i. e., dynamic
maps, the Transformer encoder, and LSTM encoder—decoder:

— Baseline: an LSTM encoder—decoder that only uses the observed trajectory as input;

— DCENet w/o DMs: the branch of encoding dynamic maps (DMs) is removed from the final
DCENet model;

— Trans. En&De: the LSTM encoder—decoder is substituted by the Transformer encoder (the
self-attention layer + global average pooling) in the DCENet framework

Table 6.11: The ablative models of DCENet.

Model Motion encoder Interaction encoder Decoder
name LSTM att+GAp? att+LSTM ! att+GAp? LSTM att+GAp?
Baseline Vv N

AMENet Vv vV vV

DCENet w/o DMs Vv vV

Trans. En&De: Vv v vV
DCENet 4 vV Vv

la self-attention layer plus an LSTM
2a self-attention layer plus an average global pooling, which is equivalent to the Transformer encoder (more
detail is shown in Sec. 2.5)

The detailed settings of the experiments can be found at the open-source project repository:
https://github.com/haohaol11/DCENet.

6.3.3 Results
6.3.3.1 Quantitative Results

Experimental results of different methods including the ablative models of DCENet reported on
the TrajNet leader board are listed in Table 6.12. The results shown were taken on 31 October
2020. It is clear that DCENet reports new state-of-the-art performance and the ablative models
also demonstrate performances comparable to previous work.

First, in comparison to the baseline model, both DCENet w/o DMs and Ind-TF achieve better
performance. DCENet w/o DMs slightly outperforms Ind-TF in the average score (0.7760m vs.
0.7765m) and FDE (1.195m vs. 1.197m), but falls behind it in ADE (0.357m vs. 0.356m). Given
the fact that both DCENet w/o DMs and Ind-TF only use observed trajectories as input, the
proposed framework (self-attention + LSTM encoder—decoder) is effective for exploring spatial—
temporal context in a comparable level as the Transformer-based network. Furthermore, Ind-TF
utilizes BERT, a heavily stacked Transformer structure and must be pre-trained on an external
large-scale dataset, while DCENet does not require it.

Second, from comparing the baseline model to S-LSTM, it is evident that the former generates
significantly smaller errors. The main difference between them is that the baseline model is CVAE-
based and generates multiple trajectories. It indicates that the future motion of humans is of high
uncertainty and predicting a set of possible trajectories is more practical than only predicting a
single one. Meanwhile, the baseline model also significantly outperformed S-GAN, which is also a
generative model for predicting multiple trajectories.

Third, Trans. En&De that adopts the Transformer encoder for both encoding and decoding, inter-
estingly, does not achieve improved performance compared to DCENet. This phenomenon implies
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Table 6.12: The results of DECNet tested on the TrajNet. Models are categorized into deterministic and
stochastic depending on whether they incorporate a generative module.

Model Category Avg. [m]] FDE [m]{ ADE [m]}
S-LSTM (Alahi et al., 2016) deterministic  1.3865 3.098 0.675
S-GAN (Gupta et al., 2018) stochastic 1.334 2.107 0.561
MX-LSTM (Hasan et al., 2018) deterministic 0.8865 1.374 0.399
Linear (off) deterministic  0.8185 1.266 0.371
Social Force (Helbing and Molnar, 1995) deterministic 0.8185 1.266 0.371
SR-LSTM (Zhang et al., 2019) deterministic  0.8155 1.261 0.370
RED (Becker et al., 2018) deterministic  0.7800 1.201 0.359
Ind-TF (Giuliari et al., 2021) deterministic  0.7765 1.197 0.356
AMENet (Sec. 6.2) stochastic 0.7695 1.183 0.356
Baseline stochastic 0.8045 1.239 0.370
DCENet w/o DMs stochastic 0.7760 1.195 0.357
Trans. En&De stochastic 0.7780 1.196 0.360
DCENet stochastic 0.7660 1.179 0.353

that the self-attention + LSTM encoder—decoder structure is more sophisticated for exploring dy-
namic context between agents than Trans. En&De for trajectory prediction. Meanwhile, Trans.
En&De slightly falls behind AMENet which uses the LSTM network as decoder. These observa-
tions indicate that the Transformer encoder structure is not as efficient as a simple LSTM network
for the decoding process.

Lastly, DCENet and AMENet outperform DCENet w/o DMs. The improved performances suggest
that the dynamic maps are beneficial for modeling interactions between agents for trajectory
prediction.

Furthermore, DCENet is tested on inD to investigate its performance and generalizability. Ta-
ble 6.13 lists the quantitative results measured by ADE/FDE. DCENet achieves superior per-
formance with respect to the @Qtopl0 prediction across all intersections and reduces the errors
by a large margin. It also outperforms the other models with respect to the mostlikely predic-
tion at three out of four intersections. DCENet only slightly falls behind the AMENet model at
intersection-(C). As anticipated, the performance of the mostlikely prediction falls behind the per-
formance of the @Qtop10 prediction. However, the ranking method is still effective in recommending
a reliable candidate when compared to the other models.
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Table 6.13: The results of DECNet tested on inD that are measured by ADE/FDE.

Model S-LSTM S-GAN AMENet DCENet
inD @top 10

Intersection-(A) 2.04/4.61 2.84/4.91 0.95/1.94 0.72/1.50
Intersection-(B) 1.21/2.99 1.47/3.04 0.59/1.29 0.50/1.07
Intersection-(C) 1.66/3.89 2.05/4.04 0.74/1.64 0.66,/1.40
Intersection-(D) 2.04/4.80 2.52/5.15 0.28/0.60 0.20/0.45
Avg. 1.74/4.07 2.22/4.29 0.64/1.37 0.52/1.23
inD mostlikely

Intersection-(A) 2.29/5.33 3.02/5.30 1.07/2.22 0.96/2.12
Intersection-(B) 1.28/3.19 1.55/3.23 0.65/1.46 0.64/1.41
Intersection-(C) 1.78/4.24 2.92/4.45 0.83/1.87 0.86/1.93
Intersection-(D) 2.17/5.11 2.71/5.64 0.37/0.80 0.28/0.62
Avg. 1.88/4.47 2.38/4.66 0.73/1.59 0.69/1.52

6.3.3.2 Qualitative Results

The qualitative results are shown in Fig. 6.14. The first two rows showcase the scenarios of the
TrajNet benchmark. It should be noted that the qualitative analysis on TrajNet was carried out on
the validation set (an independent subset of the training set) for comparison with the ground truth.
DCENet accurately predicts two pedestrians walking towards each other at bookstore3. The shaded
areas represent multiple possible trajectories. It also correctly predicts the static pedestrians in
coupad, as well as the pedestrians walking in parallel. In deathCircle0, DCENet predicts different
possible turning angles for the cyclist in the roundabout. In hyang6, two pedestrians walking
closely to each other are predicted correctly.

The last two rows showcase the scenarios of the inD benchmark. DCENet predicts a fast driving
vehicle with a slightly different predicted speed at Intersection-(A). It predicts that a left-turning
vehicle might turn at intersection-(B) at varying speed and turning angle. Meanwhile, it correctly
predicts the vehicle in the neighborhood to stand still, a static pedestrian on the sidewalk, and
another pedestrian could move at slightly different speed and angle. The model successfully pre-
dicts the interaction at the zebra crossing at intersection-(C), where the vehicle stopped to yield
the way to the pedestrian. Similar predictions are made for the walking and static pedestrians,
as well as the vehicle waiting at the entrance of intersection-(D). Overall, it is apparent that the
recommended single path is very close to the corresponding ground truth for each agent.

6.3.4 Discussion

The experiments conducted on the TrajNet benchmark have shown the efficacy of the DCENet
framework. (1) DCENet was effective for predicting accurate trajectories for heterogeneous agents
in various real-world traffic scenes. (2) Compared to the baseline model, DCENet learned inter-
action via dynamic maps with the two-stream self-attention structures effectively and achieved
improved performance. (3) Both LSTM and the Transformer encoder were capable of learning
complex sequential patterns, and their combination further enhanced the performance for trajec-
tory prediction. (4) The experiments conducted on the inD benchmark further demonstrated the
generalizability of the DCENet framework. It was able to generalize to different datasets both of
shared spaces and intersections and to maintain a superior performance.

However, even though DCENet improves the performance compared to the previous framework
AMENet (Sec. 6.2.2), it does not completely address the inherited limitations. Both frameworks
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6.3 Dynamic Context Encoder Network

(b) TrajNet coupa-3
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Figure 6.14: The qualitative results of DCENet. Multi-path trajectory predictions are generated by DCENet
in the shared spaces of the TrajNet benchmark and at different intersections of the inD benchmark. The back-
ground images of (a)-(d) are retrieved from (Sadeghian et al., 2018a) and (e)-(h) are retrieved from (Bock
et al., 2019).
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focus on exploring dynamic context (motion and agent-to-agent interaction) for learning road
users’ behavior. On the one hand, as discussed earlier in the framework of MCENet (Sec. 6.1.4),
considering static scene context of agent-to-environment interaction to some extent may lead to the
models being overfitted to a particular space and impair the models’ generalizability for predicting
trajectories in new spaces. On the other hand, how to effectively incorporate static context and
maintain generalizability still remains an unsolved problem. Indeed, this will be a very interesting
direction for future research work.

6.3.5 Summary

In this section, a novel framework Dynamic Context Encoder Network (DCENet) has been pro-
posed for multi-path trajectory prediction for heterogeneous agents in various real-world traffic
scenarios. Learning of dynamic spatial-temporal context is decomposed into learning temporal
context between steps using the Transformer encoder and exploiting the dynamic spatial context
between agents using the the self-attention architectures with the following LSTM encoder. The
spatial-temporal context is encoded into a latent space using a CVAE module. A set of future tra-
jectories for each agent is predicted conditioned on the spatial-temporal context using the trained
CVAE module. DCENet was evaluated on the TrajNet benchmark and achieved a new state-of-
the-art performance on the leader board at the time of its submission. Its superior performance on
the inD benchmark further validated its efficacy and generalizability. Meanwhile, ablation studies
investigated the impact of each module in DCENet.

The following summarizes improvements made from the previous AMENet model to the DCENet
model introduced in this section. Methodologically, on the basis of AMENet, DCENet inherits the
self-attention mechanism with the LSTM encoder from AMENet for exploiting dynamic context of
agent-to-agent interaction, but further extends the self-attention architecture for exploiting tempo-
ral context, i.e., the motion of the target agent. Combining these two streams contributes a clear
improvement of performance tested on the TrajNet benchmark of shared spaces. Experimentally,
DCENet was further evaluated on predicting trajectories in intersections of the inD benchmark
and achieved superior performance.

However, similar to AMENet, scene context information is not considered in DCENet. In future
work, this framework should be extended to effectively explore scene context without sacrificing
generalizability, an unsolved problem left by AMENet.
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7.1 Conclusion

In this thesis, road users’ behavior in shared spaces has been studied using deep learning methods.
The temporarily shared spaces of intersections and shared spaces as a traffic design are two types
of traffic environment commonly seen in urban areas in many countries. The former is proposed
to allow vehicles to turn and directly interact with other crossing road users while the latter aims
to reduce the dominance of vehicles and improve pedestrian movement and comfort.

The uncertainty of road users’ behavior is increased in such shared, yet ambiguous environments,
e.g., where road users have to negotiate with each other. Understanding how road users behave
in such environments is essential, not only for safety analysis of road users’ behavior, but also
because of the foreseeable advent of autonomous driving in urban areas as well as for the cre-
ation of intelligent systems for traffic management. With the aim of automatically learning road
users’ behavior, this thesis has proposed the use of conditional generative models for automated
interaction detection in the temporarily shared spaces of intersections and trajectory prediction
in shared spaces as a traffic design. The uncertainty of road users’ behavior is encoded into the
so-called latent space with a set of stochastic variables, which in turn can be employed to map
one deterministic input (i. e., an observation of a road user’s past motion) to many possible future
behavior patterns.

Video data is used as input to train a sequence-to-sequence model based on a Conditional Varia-
tional Auto-Encoder (CVAE) for interaction detection between vehicles and VRUs at intersections.
The object information (i. e., road user’s location and type) is detected using state-of-the-art deep
learning methods and the motion information is captured by optical flow. Vehicle turning se-
quences of varying length are accurately classified—depending on whether or not interaction is
required between a turning vehicle and any involved vulnerable road users (VRUs)—conditioned
on the above information extracted from video data. The model also provides a frame-wise prob-
ability representing how the intensity of interaction between a turning vehicle and VRUs evolves
over time. In addition, with the multi-sampling process from the latent space trained for encoding
various behavior patterns, the model generates divergent predictions at each video frame and the
variance of the predictions is used to quantify the uncertainty level of the model’s output. This
process provides a clue in what way the output of the model can be trusted, especially when the
model is uncertain facing a highly non-deterministic situation.

The model was validated using real-world traffic data acquired from different intersections and
was proven to be effective. It achieved an Fl-score above 0.96 at a busy right-turn intersection in
Germany and 0.89 at an extremely busy left-turn intersection in Japan. Its efficacy implies that
object and optical flow information directly extracted from video data can be used to learn how
road users interact with each other. Unlike many other approaches based on trajectory analysis,
the proposed model provides an alternative solution for automated interaction detection.

Various factors and state-of-the-art deep learning architectures are investigated for trajectory pre-
diction. In this thesis, three frameworks based on CVAE are proposed for accurate multi-path
trajectory prediction of heterogeneous road user agents in shared spaces. Similar to the inter-
action detection model described above, the latent space of the CVAE is trained for encoding
various behavior patterns, and the multi-sampling process from the trained latent space enables
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the frameworks to generate not only one deterministic future trajectory, but multiple possible
future trajectories for each agent instead. In comparison to single-path trajectory prediction,
multi-path trajectory prediction increases the possibility of correctly detecting an agent’s intent,
i.e., the multiple predictions form into an area indicating the potential intent of the agent, and
the size of the area reflects the uncertainty of the agent’s intent. Meanwhile, a ranking method
based on a bivariate Gaussian distribution is proposed to select the mostlikely prediction out of
the multiple predictions.

The first framework, named Multi-Context Encoder Network (MCENet), focuses on studying mul-
tiple contexts for trajectory prediction. MCENet incorporates scene context, interaction context
with pedestrian grouping, and motion information to mimic how an agent adapts its movement
accordingly. Particularly, the impact of three types of scene context, i.e., heat map, aerial pho-
tograph, and accessibility map, are studied. On the one hand, this approach indicates that rich
scene context information improves the accuracy of trajectory prediction measured by the average
and final displacement errors in comparison to the ground truth. On the other hand, however, the
scene context information is rather space-dependent. Consequently, the model’s generalizability
is limited, i.e., MCENet trained using the data from one shared space does not generalize well in
another shared space.

The second framework, named Attentive Maps Encoder Network (AMENet), focuses on improving
the generalizability for predicting accurate trajectories in various unseen shared spaces. First,
AMENet does not explore any scene context information in order to keep the model from overfitting
to a particular scene. Second, it introduces a novel module, i. e., attentive dynamic maps for agent-
to-agent interaction modeling. The interaction module learns spatio—temporal interconnections
between agents considering their orientation, speed, and position in relation to the target agent at
each step. Meanwhile, the self-attention mechanism (Vaswani et al., 2017) enables the module to
automatically focus on the salient features extracted over different steps. The efficacy of AMENet
was proven by the superior performance tested on the Trajenet benchmark (Sadeghian et al.,
2018a) for predicting trajectories in 20 distinct unseen shared spaces. It not only achieved state-
of-the-art performance, but also won the first place on the leader board of the open challenge at
the time of its submission.

The third framework, named Dynamic Context Encoder (DCENet), focuses on improving the
accuracy for predicting trajectories in unseen shared spaces, as well as at intersections of mixed
traffic. DCENet is an advanced version of AMENet and uses dedicated self-attention structures
to explore dynamic context, i.e., motion and agent-to-agent interaction. AMENet uses Long
Short-Term Memory network for learning temporal context from motion information, whereas
DCENet adopts a two-stream architecture with one stream dedicated to learning spatial context
from dynamic maps, and another stream dedicated to learning temporal context from motion
information. The superior performance of DCENet was proven on two large-scale benchmarks.
DCENet outperformed AMENet and two other very recent models in the TrajNet open challenge.
Moreover, it achieved superior performance tested on the inD intersection benchmark (Bock et al.,
2019) of mixed traffic, surpassing AMENet as well as several highly cited models.
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7.2 Qutlook

Considering the implications of intelligent technology for the future of traffic management, the
proposed methods for learning road users’ behavior in shared spaces provide a starting point for
further study of both the efficacy and possible applications of the models presented in this thesis.
There are—at the very least—two potential directions for this future research which can be outlined
as follows: (1) improvement of the interaction detection and trajectory prediction methods, and
(2) joint applications of interaction detection and trajectory prediction for safety analysis.

Interaction detection using the current model introduced in this thesis is limited with respect to
domain adaptation. For example, the model trained on the dataset of the left-turn intersection
in Japan cannot be smoothly transferred to the dataset of the right-turn intersection in Germany.
This is due to the fact that these two datasets are very different in terms of, such as vehicle travel
direction, camera perspective, frame size and rate, sequence length, intersection layout, traffic
density, or cultural factors (Germany vs. Japan). Projective transformation, to some extent,
might be a solution to the problems caused by the position of the camera. But many other factors,
e. g., driving behavior and traffic rules, have to be taken into consideration as well.

The trajectory prediction frameworks introduced in this thesis come with the following limitations.
First, in order to prevent overfitting, scene context information is not fully used for trajectory
prediction by AMENet and DCENet. However, scene context provides important information
about road users’ behavior, i.e., agents adapt their movement to avoid collisions with obstacles.
The challenge lies in the question of how to guide an autonomous agent through a specific scene and
then teach it to adapt its movement in different scenes. Second, collision avoidance is automatically
learned from the dynamic maps based on trajectory data. The empirical results have shown that
the proposed model is able to learn interactions between agents, and that only very few predictions
(0.3%) lead to collisions. Nonetheless, from the perspective of traffic safety, collisions should be
completely avoided. Taking this into account, however, the question of how to “hard-code” rules of
collision avoidance for agent-to-environment and agent-to-agent conflicts into a deep learning model
remains unanswered. In this regard, Reinforcement Learning might be an alternative solution to
automatically embed these rules into a model for predicting collision-free trajectories, or hybrid
models with manually designed rules, such as combining deep learning and Social Force models
for collision avoidance (Johora et al., 2020).

The interaction detection and trajectory prediction methods introduced in this thesis can be jointly
applied for safety analysis, recognizing the road users’ past behavior and forecasting their near fu-
ture behavior. Fig. 7.1 provides a conceptual pipeline for the potential combination. It contains
four components: interaction detection, trajectory tracking, trajectory prediction, and safety anal-
ysis.

The interaction detection model can be extended to automatically classify levels of conflict sever-
ity (Sayed and Zein, 1999). The detected severity levels, in turn, serve as criteria for estimating
whether a prompt precocious action, e. g., via a warning sound or a sign, should be taken to guide
a road user’s behavior.

Since the severity level does not always remain static as the situation evolves, safety analysis does
not only have to correctly understand the current situation based on observation, it also has to
predict what will happen next. Trajectory prediction provides an insight into the development of
the traffic situation. Based on the road users’ past behavior, it foresees the intent of the involved
road users in the near future. The trajectory prediction frameworks can be extended for safety
analysis, e. g., by using the predicted trajectories to calculate time-to-collision (Perkins and Harris,
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Figure 7.1: The conceptual pipeline for safety analysis considering both the road users’ past and their future
behavior.

1968) and detecting abnormal trajectories by comparing the anticipated/predicted trajectories with
the actual ones.

Furthermore, safety analysis should be done in an iterative way, i.e., estimating road users’ be-
havior based observation of their past behavior, predicting their future behavior in order to detect
potential conflicts, and continuously updating this process whenever new information becomes
available as time unfolds.

However, an intermediate component, trajectory tracking, needs to be added to connect the inter-
action detection and trajectory prediction methods. The interaction detection model proposed in
this thesis learns road users’ behavior directly from video data without any need for trajectories.
But all the trajectory prediction frameworks proposed in this thesis predict future trajectories
based on the observed past trajectories. Therefore, automatically tracking road users from video
data and extracting their trajectories is an important step to achieve safety analysis by considering
road users’ past behavior as well as their possible future behavior in varying traffic situations.
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