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Abstract

This study contributes to the effort of space geodesy to reach the 1 mm accuracy level on a global
scale. This stringent requirement is vital to realize a global reference system upon which phe-
nomena such as sea-level rise can be reliably monitored. The study deals with two interrelated
challenges: modeling geophysical loads imposed on the crust of the Earth and quantifying the
atmospheric propagation delay of signals employed by space geodetic techniques, namely VLBI,
SLR, GNSS, and DORIS. If not adequately modeled, both geophysical loading and propagation
delay corrupt space geodetic data analysis results, thus distorting the implied reference frame
and compromising the physical interpretation of other parameters. The explicit purpose of this
work is to understand how these effects propagate into the parameters estimated within the
geodetic adjustment, and to develop models that alleviate geodetic results from these effects.
To achieve this goal, the scientific framework was divided into two contributions to be under-
stood and enhanced: the theory governing the effects of geophysical loading and atmospheric
propagation, and the space geodetic technique data analysis pipeline, largely using VLBI as a
test-bed. In essence, the research conducted here includes: (i) the development of software capa-
ble of realistically simulating VLBI, SLR, GNSS, and DORIS observations within a Monte Carlo
framework, (ii) the homogenization of in situ meteorological data recorded at VLBI and SLR
stations, (iii) the development of ray-traced delays, mapping functions and higher-order gradients
for all four space geodetic techniques, (iv) the comprehensive investigation of inter-frequency and
inter-system atmospheric ties, (v) the development of models to describe the displacement in-
duced by mass redistribution within Earth’s fluid envelope including the atmosphere, the ocean,
and the continental hydrology, (vi) the development of empirical models to describe the signal
propagation delay (GFZ-PT) and the non-tidal geophysical loading displacement (EGLM), and
(vii) the study of the impact of the atmospheric refraction and non-tidal geophysical loading
models in space geodetic data analysis on station coordinates, the terrestrial reference frame,
the Earth orientation, and the integrated water vapour trends. A number of developments were
carried out herein for the first time, for example, the simulation of space geodetic measurements
based on ray-traced delays, the study of systematic errors on the reference frame induced by
not properly accounting for the orbital altitude of the satellites in the calculation of atmospheric
refraction corrections, and the assessment of the probability of successful laser ranges based on
integrated cloud fraction along the ray path. It was found that microwave and optical atmo-
spheric gradients are starkly different both spatially and temporally, and cannot be scaled to fit
each other. Failing to account for non-tidal geophysical loading and atmospheric asymmetries
induces a scale bias in the SLR reference frame as well as a spurious geocenter motion predom-
inantly along the Z-axis. Employing a VLBI-tailored atmospheric refraction model to reduce
DORIS observations displaces stations in the radial component thus inducing a large scale bias
in the implied frame. Employing homogeneous in lieu of raw meteorological data in VLBI data
analysis reduces the scatter of station coordinates and improves the baseline length repeatability.
Employing the mapping functions developed herein in lien of VMF1 yields an overall improve-
ment in VLBI data analysis. Applying the geophysical loading models developed herein reduces
the response of almost all station coordinate and baseline length series at seasonal and synoptic
timescales. Based on the investigations carried out herein, differences in Earth orientation in-
duced by the quality of the atmospheric refraction and geophysical loading models — or their
very application for the latter — are not statistically significant in the framework of the modern
VLBI system. Nevertheless, to fulfill the 1mm requirement, proper treatment of geophysical
loading and atmospheric refraction is a necessity.






Zusammenfassung
Diese Arbeit tragt zu den Bestrebungen der Geodasie bei, im globalen Mafstab eine Genauigkeit
von 1 mm zu erreichen. Diese Anforderung ist fiir die Realisierung eines globalen Referenzsys-
tems, das fiir eine zuverlissige Bestimmung von Phinomenen wie dem Meeresspiegelanstieg ver-
wendet werden kann, zwingend erforderlich. Diese Arbeit beschiftigt sich mit zwei miteinander
zusammenhiangenden Herausforderungen: die Modellierung geophysikalischer Auflastdeforma-
tionen der Erdoberfliche, sowie die Quantifizierung der atmosphérischen Laufzeitverzogerungen
von Signalen, die von den geoditischen Weltraumverfahren VLBI, SLR, GNSS und DORIS ver-
wendet werden. Eine unzureichende Modellierung, sowohl der geophysikalische Auflastdeforma-
tionen als auch der atmosphérischen Laufzeitverzogerungen, wirkt sich negativ auf die Analy-
seergebnisse der geodéatischen Weltraumverfahren aus, wodurch sich Unsicherheiten im impliziten
Referenzrahmen ergeben und die physikalische Interpretation anderer Parameter beeintriachtigt
wird. Der explizite Zweck dieser Arbeit ist es zu verstehen, wie sich diese Effekte innerhalb der
geoditischen Auswertung auf die geschitzten Parameter verteilen, und welche Modelle entwick-
elt werden konnen, die den Einfluss dieser Effekte auf die geschitzten geoditischen Parameter
reduzieren. Um dieses Ziel zu erreichen, wurde diese Arbeit in zwei Bereiche, die verstanden
und verbessert werden sollen, gegliedert: die Theorie fiir die Behandlung von Auswirkungen
geophysikalischer Auflastdeformationen und atmospharischer Signalausbreitung, sowie die Date-
nanalyse fiir die geodatischen Weltraumverfahren, wobei der Fokus weitestgehend auf VLBI liegt.
Im Wesentlichen umfassen die hier durchgefiihrten Arbeiten: (i) die Entwicklung von Software fiir
realistische Monte-Carlo-Simulationen von VLBI-, SLR~-, GNSS- und DORIS-Beobachtungen, (ii)
die Homogenisierung der an VLBI- und SLR-Stationen aufgezeichneten meteorologischen Daten,
(iii) die Entwicklung von Korrekturen auf der Grundlage von Signalstrahlverfolgung (engl. ray-
traced delays), Abbildungsfunktionen (engl. mapping functions) und Gradienten hoherer Ord-
nung fiir alle vier geoditischen Weltraumtechniken, (iv) die umfangreiche Untersuchung von
atmosphérischen Verbindungsvektoren (engl. atmospheric ties) zwischen verschiedenen Signal-
frequenzen und Beobachtungsverfahren, (v) die Entwicklung von Modellen zur Beschreibung der
Auflastdeformationen durch Massenumverteilung in der Atmosphére, des Ozeans, und der kon-
tinentalen Hydrologie, (vi) die Entwicklung empirischer Modelle fiir Signallaufzeitverzogerungen
(GFZ-PT) und fiir gezeitenunabhéngige Auflastdeformationen (EGLM) sowie (vii) die Unter-
suchung, wie sich die Modelle der atmosphéirischen Refraktion und der gezeitenunabhéngigen
Auflastdeformation auf die Stationskoordinaten, den terrestrischen Referenzrahmen, die Erdori-
entierung und den Trend des integrierten Wasserdampfgehaltes innerhalb der geoditische Da-
tenanalyse auswirken. Hier wurden zum ersten Mal eine Reihe von Entwicklungen durchge-
fiihrt, beispielsweise die Simulation von Beobachtungen geoditischer Weltraumverfahren auf der
Grundlage von Laufzeitverzogerungen mittels Strahlverfolgung, die Untersuchung von system-
atischen Unsicherheiten im Referenzrahmen, die durch inkorrekte Beriicksichtigung der Satel-
litenbahnhohe bei der Korrekturberechnung der atmosphérischen Laufzeitverzogerung verursacht
wurden, und die Beurteilung der Wahrscheinlichkeit erfolgreicher Laserentfernungen basierend
auf dem integrierten Wolkenanteil entlang des Strahlenwegs. Es wurde festgestellt, dass at-
mospharische Gradienten fiir Mikrowellen- und optische Frequenzen raumlich und zeitlich stark
voneinander abweichen und nicht durch Skalierung in Ubereinstimmung gebracht werden kénnen.
Falls gezeitenunabhéangige Auflastdeformationen und atmosphéarische Asymmetrien nicht beriick-
sichtigt werden, kommt es zu einer Abweichung im Mafstab des SLR-Referenzrahmens sowie zu
einer verfilschten Geozentrumsbewegung vor allem entlang der Z-Achse. Die Verwendung eines
auf VLBI zugeschnittenen atmosphéarischen Refraktionsmodells zur Modellierung von DORIS-
Beobachtungen fiihrt zu Stationsverschiebungen in der radialen Komponente und somit zu einer
Mafstabsabweichung des Referenzrahmens. Werden anstelle von meteorologischen Rohdaten,



homogene Daten in der VLBI-Datenanalyse verwendet, reduziert sich die Strenung der Station-
skoordinaten und die Wiederholbarkeit der Basislinienlingen verbessert sich. Die Verwendung
der im Rahmen dieser Arbeit entwickelten Abbildungsfunktionen anstelle von VMF1 fiihrt zu
einer allgemeinen Verbesserung in der VLBI-Datenanalyse. Die Anwendung der hier entwickelten
geophysikalischen Auflastmodelle verringert Signale in den Zeitreihen der Stationskoordinaten
und Basislinienldngen fiir saisonale und synoptische Zeitskalen. Basierend auf den hier durchge-
fiithrten Untersuchungen sind Unterschiede in der Erdorientierung, die durch die Qualitit der
atmosphérischen Refraktions- und geophysikalischen Auflastmodelle — oder gerade deren An-
wendung auf diese — induziert werden, im Rahmen des modernen VLBI-Systems statistisch nicht
signifikant. Um jedoch die Anforderung von 1 mm zu erfiillen, ist eine geeignete Beriicksichtigung
geophysikalischer Auflastdeformationen und atmosphérischer Refraktion notwendig.
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1 Introduction

1.1 Overview

The study of the dynamics of the solid Earth and its fluid envelope (e.g., atmosphere, hydro-
sphere, and cryosphere) has been accommodated by the space geodetic data explosion raging
for over two decades now. Studying the evolution of Earth’s shape, orientation, and gravity
field allows an indirect observation of climate evolution as the variable concentration of green-
house gases affects them in addition to atmospheric temperature. Observing bedrock uplift in
Greenland, length of the day shortening, gravity field signal weakening over West Antarctica,
mean sea level rise, and integrated water vapour content increase (on average), are but a few
climate change indicators made possible thanks to the prolific growth of geodetic research and
infrastructure. However, there is a number of effects such as non-gravitational accelerations act-
ing upon satellites, turbulent atmospheric refraction variations, finite stability of state-of-the-art
frequency standards, and non-linear crustal deformation, that hinder drawing inferences from
the available data. Some of these effects induce spurious systematic and/or random variations
in the parameters of interest, for example, ground station and satellite coordinates, Earth orien-
tation parameters (EOP), and gravity field spherical harmonics. The efficient treatment of such
intricacies that typically involves their modelling based upon independent data sets and /or their
estimation based on the relevant geodetic observations, has occupied the interest of geodesists,
astronomers, and geophysicists over several decades.

To date, least-squares is the most popular estimator employed in geodesy, as it has charming
properties in the context of statistical inference. Nevertheless, the urge for practical results
often overshadows several theoretical aspects; being not robust, least-squares — among else —
demands the reduced observations participating in the adjustment be solely subject to zero-mean
random errors, which is rarely the case. Not accounting for the full spectrum of systematic effects
in individual observing systems, yields results that may be precise but lack in accuracy when
compared with results stemming from other observing systems. While more observations do
not facilitate the reduction of systematics, they frequently provide the commodity of enabling
the estimation of parameters that to an extent are capable of describing the effects that induce
these errors. Nonetheless, these “nuisance” parameters often correlate with the parameters of
interest (e.g., residual atmospheric delay and station height), thus obstructing the estimation of
the latter.

To be able to harness the space geodetic data explosion, efficacious treatment of the identified
error sources is a necessity; otherwise, this advantage remains latent. In this work, two error
sources are studied: atmospheric refraction; and geophysical loading. In essence, atmospheric
refraction is mainly induced by the varying atmospheric density, and causes signals that traverse
Earth’s atmosphere to do so along bent paths, at a slightly lower speed — that holds accepting the
premise of geometric optics. Geophysical loading is generated by the mass redistribution within
Earth’s fluid envelope, and is mainly responsible for transient crustal displacements and gravity
field perturbations, at a multitude of spatial and temporal scales. If not properly accounted, these
effects compromise the integrity of geodetic products. The need to improve geodetic products in
this regard has fueled an exciting area of interdisciplinary research with numerous implications
in geodesy, geophysics, and meteorology.
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1.2 Motivation and research objective

One application for space geodesy is the realization of the Global Geodetic Reference Frame
(GGRF), that underpins, among else, Earth- and climate-related research; the importance of
GCRF has been recognized by the United Nations General Assembly, on February 26 2015
(A/RES/69/266). Therefore, efforts should be made to improve the GGRF further upon, with
a goal to meet the Global Geodetic Observing System (GGOS) requirements; 1 mm in accuracy,
and 1mmdec ! in stability (e.g., Gross et al., 2009). For instance, the geodetic community is
in a quandary over the exact nature of the scale bias between very long baseline interferometry
(VLBI) and satellite laser ranging (SLR), of almost 8 mm at the equator (distances measured by
SLR are slightly smaller than distances measured by VLBI).

Atmospheric refraction and geophysical loading have been identified as major error sources
since the dawn of space geodesy (e.g., Veis, 1960). Most developments in these fields build
upon the seminal works of Marini and Murray (1973); Saastamoinen (1973); Gardner (1976) and
Farrell (1972), who described the underlying theoretical concepts. Both effects are relevant in
terms of reference system realization; to reduce the uncertainties of rates deduced from geodetic
time series, the logging interval, the data span and the modulated noise are critical. To reduce
the length of the time series necessary to obtain meaningful trends, the underlying noise must
be reduced, thus atmospheric refraction effects and geophysical loading effects need to be well
understood.

In modern geodesy, the treatment of atmospheric refraction is carried out at the observa-
tion equation level, that is, approximate corrections are applied to the observations directly.
Prior to that, manifestations of space weather (ionosphere, plasmasphere, and thermosphere)
are removed from the observations usually by means of multi-frequency combinations (e.g.,
Guier and Weiffenbach, 1960). The latter applies only to microwave-based techniques, for which
the ionosphere is a dispersive (frequency-dependent) medium; lasers are only marginally af-
fected. Notwithstanding the measurement noise amplification, such an approach removes iono-
spheric effects almost completely. Higher-order ionospheric corrections (e.g., Fritsche et al., 2005;
Zus et al., 2017b) are applied based on models, as the combination of more than two frequen-
cies considerably degrades the quality of observations. The electrically neutral atmospheric is
a non-dispersive medium for microwave signals, but dispersive for lasers. Therefore, it is theo-
retically possible to considerably reduce the tropospheric delay effects from SLR and lunar laser
ranging (LLR) measurements by combining simultaneous ranges at different frequencies (e.g.,
Wijaya and Brunner, 2011). However, low return rates and satellite signature effects render em-
ploying this attribute impractical in the framework of GGOS, for to obtain an improvement the
precision of the normal points needs to improve by two orders of magnitude. Ergo, atmospheric
delay effects for both microwaves and lasers should be mitigated in terms of modelling. In brief,
the atmospheric delay may be decomposed into a contribution from dry gasses, and a contribution
from water vapour. Variations of the former are mostly well understood, whereas the variations
of the latter are very volatile both in space and time, are thus difficult to predict. State-of-the-
art numerical weather models (NWM) are very accurate in describing dry gasses, but are still
not accurate enough to provide reliable water-vapour-related corrections. While the propagation
of signals in the optical band is not appreciably affected by water vapour (zenith delays rarely
larger than 20 ps), accurate geodetic results from microwave-based techniques (e.g., VLBI, global
navigation satellite systems GNSS, and Doppler Orbitography and Radiopositioning Integrated
by Satellite DORIS) can only be obtained should a successful mitigation of water-vapour-induced
effects be achieved (zenith delays typically exceed 1ns). To achieve the highest accuracy in the
data analysis of microwave-based systems, the estimation of corrections to the values obtained



Motivation and research objective 3

by the models, from the observations themselves, is mandatory. No tropospheric parameters
are typically estimated in SLR analysis. Thus, atmospheric delay corrections in SLR. processing
must be of the highest quality and void of any systematic errors, as the latter would propagate
predominantly into the station position. For microwave techniques, in addition to an accurate
a priori model, appropriate parameters need to be set up during the geodetic adjustment so that
corrections may be estimated. In situ meteorological data of high quality are necessary for the
former, a combination of good observation geometry and apt functional model is essential for
the latter, and accurate mapping functions are necessary for both.

To meet the GGOS requirements, several aspects of the current method of accounting for
atmospheric refraction in space geodesy, need to be revised and improved: the quality of in situ
meteorological measurements; accurate alternatives in the absence of in situ observations; accu-
rate ray-traced delays and mapping functions (corrections necessary to account for the increasing
atmospheric delay with decreasing elevation angle, typically based on NWNMs); and sensible at-
mospheric delay parameterization. In addition to these, there is a number of points that are not
treated whatsoever, for example: atmospheric delay variations induced by the varying orbital
altitude between different systems, or within a satellite pass; atmospheric asymmetries for lasers;
frequency-dependence of optical mapping functions; and frequency-dependent atmospheric delay
variations induced by the ionosphere altering the ray-path. Moreover, the relations between the
atmospheric refraction effects of the four techniques that currently contribute to the realization
of international terrestrial reference frame (ITRF), the so-called “atmospheric ties”, should be
better understood, to allow the combination of tropospheric parameters in addition to station
coordinates and Earth rotation parameters in the framework of multi-technique combination.
All aforementioned issues are addressed in this work.

Earth’s deformation driven by geophysical loading is caused by masses largely external to
the solid Earth applying pressure to the surface; not being perfectly rigid, the Earth deforms
under the weight of the loads in a manner governed by its interior structural composition. The
mass redistribution within the atmosphere, the oceans, and the continental hydrology, all spheres
in constant flux, occurs at a broad spatio-temporal scale, thus exciting station displacement at
a rich spectrum of responses. Tidal effects, predominantly oceanic, are modeled accurately as
their detection is fairly easy; however, non-tidal effects, mainly atmospheric and hydrological,
are more difficult to monitor for they largely depend on accurate monitoring and prediction of
weather conditions and the hydrological cycle. However, as space geodetic accuracy improved,
these subtle effects began to gain more prominence. In spite of non-tidal effects being rec-
ognized several decades ago (e.g., Schuh, 1987; Rabbel and Schuh, 1986; van Dam et al., 1994;
van Dam and Herring, 1994 ), debates are still vigorous concerning the treatment thereof, with
no consensus reached at the time of writing. This indecision is often attributed to the fact that
no model yields an 100 % improvement in geodetic data analysis, and that differences between
modelling approaches can be quite large (especially for hydrological loading). Furthermore, a
number of issues are still unclear, for example: the isomorphic reference frame that should be
used for each technique; the derivation of the load Love numbers; and the ocean response to
atmospheric forcing.

Mass loading signals are ubiquitous in all space geodetic measurements; therefore, to effec-
tively distinguish loading-induced deformation from signals induced by other geophysical pro-
cesses, such as tectonic deformation, it is paramount that both tidal and non-tidal mass loading
is accurately understood. This is one of the cases where more observations do not necessarily
pave the way towards the solution. For example, the fact that daytime tracking of high-altitude
satellites poses a challenge to modern SLR systems — thus yielding an imbalance in the ratio of
observations during day and night, underlines the need for accurate models to describe effects
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like tidal atmospheric loading. Moreover, differences between geophysical loading displacement
predictions based on mass anomalies from atmospheric, oceanic, and hydrological loading mod-
els, and station displacements obtained by space geodetic measurements are immensely helpful
as they reflect potential deficiencies in the mass anomaly fields, the geodetic analysis, and the
assumed Earth structure. Modelling non-tidal effects is also important for chronometric level-
ing that utilizes optical atomic clocks (current relative clock stability uncertainty is 107'%) to
measure gravity potential differences (Lefmann and Moller, 2018). This work aspires to clarify
some of these issues and to contribute to a decision in favor of applying non-tidal loading models
at the observation equation level, by providing proof for an improvement attained by analyzing
real and simulated geodetic observations of several space geodetic systems.

Despite the very high accuracy of space geodetic measurements, there is still a number of
effects that are not completely understood; this is evident from discrepancies between parameters
that can be estimated from more than one space geodetic sensor (e.g., Earth rotation variations,
station displacements, and water vapor distribution aloft stations). To thoroughly investigate
atmospheric refraction and geophysical loading on space geodetic observations, it is necessary
to isolate them from others that are not understood and could potentially mask their influence
on the geodetic measurement. To this end, software should be developed capable of realistically
and consistently simulating VLBI, GNSS, SLR, and DORIS observations.

1.3 Thesis outline

This section outlines the structure of a series of efforts toward the improvement of space geodesy
by refining atmospheric refraction and geophysical loading modelling, and by assessing these
models in the analysis of real and simulated geodetic measurements.

Chapter 2 is dedicated to the concise description of the space geodetic techniques that cur-
rently contribute to realization of the terrestrial and celestial reference system. The observing
systems and the related analysis of VLBI, SLR, GNSS, and DORIS observations are presented.
The basic observation equations and the adjustment of space geodetic measurements employ-
ing batch least-squares and a Kalman filter coupled with a Rauch-Tung-Striebel smoother is
presented. Since the state-of-the-art geodetic analysis features a high level of complexity that
renders the attribution of incompatibilities across the techniques futile, a Monte Carlo simulator
was developed to facilitate the comprehension of the sensitivity of the adjustment to the obser-
vation geometry and to the modelling of weather-induced variations. To study technique-specific
intricacies as well as vexing issues in the inter-technique combination, simulations are crucial as
they furnish results free of unknown errors, so long as they are carried out consistently.

Chapter 3 introduces the basic principles underlying wave propagation through Earth’s at-
mosphere relevant to the subsequent chapter. A Maxwellian derivation of the eikonal equation
is presented, followed by the ray-tracing method (variational approach). The calculation of the
refractivity tensor as well as the position operator in a state-of-the-art NWM on account of a
non-ideal equation of state is presented as well. The process to acquire homogenized in situ
meteorological observations, pertinent to the modelling of atmospheric refraction (applicable to
VLBI, SLR, GNSS, and DORIS) and thermal expansion (applicable only to VLBI) is presented.
Special emphasis is placed on the computation of the relevant time series from state-of-the-art
NWMs. The complete meteorological archive of VLBI and SLR/LLR has been homogenized.
All breakpoints detected have been confirmed with multiple NWNMs, and some of them have also
been confirmed by metadata, for example, a pressure bias at all 10 telescopes comprising the
very long baseline array (VLBA) and a significant jump in the pressure log of the SLR station
at Wettzell.
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Chapter 4 deals with the development of ray-traced delays, mapping functions and gradients
for GNSS, SLR., VLBI, and DORIS, as well as inter- and intra-technique atmospheric ties. A
number of atmospheric delay perturbations are treated therein such as the impact of varying the
radiation frequency, considering the ionosphere, and altering the orbital altitude. The description
of the estimation of the Potsdam and Berlin mapping functions and gradients falls under this
chapter. The development of a new analytical model for meteorological parameters of geodetic
interest, GFZ-PT (pressure, temperature), is carried out herein. Moreover, new developments
have been achieved in the area of inter- and intra-technique atmospheric ties, thereby laying the
framework of multi-technique combination employing tropospheric estimates in addition to local
and global ties.

Chapter 5 describes the development of models to simulate the displacement of an elastic
half-space subjected to concentrated load induced by mass transport within Earth’s fluid en-
velop. The development of tidal and non-tidal atmospheric, non-tidal ocean, and continental
hydrological loading is carried out herein. The impact of the elastic Earth model based on which
the related load Love numbers are derived, the ocean response to atmospheric (pressure and
wind) forcing, as well as the spatio-temporal resolution of the underlying mass anomaly fields
is studied. Furthermore, a new model featuring long-wavelength simulated geophysical load-
ing displacements and the process noise induced by high-frequency displacements, the empirical
geophysical loading model EGLM, is introduced in this chapter.

Chapter 6 is devoted to a comprehensive treatment of atmospheric refraction in space geode-
tic data analysis. Investigations were carried out on the expansion of the SLR parameter space
to account for uncalibrated meteorological sensors, as well as mismodelling atmospheric asym-
metries. The impact of alternating mapping functions, and the meteorological data source on
station coordinates, baseline lengths, datum perturbation parameters, EOPs, as well as the in-
tegrated water vapour trends, was assessed by analyzing real and simulated VLBI and GNSS
observations. The impact of not accounting for the lower orbital altitude in the derivation of
atmospheric corrections for DORIS is demonstrated on the station coordinates and the implied
reference frame. The quality of some of the atmospheric refraction models developed in Chapter 4
is evaluated.

Chapter 7 presents the impact of applying some of the geophysical loading models developed
in Chapter 5 in the analysis of real (VLBI), and simulated (VLBI, SLR, GNSS, and DORIS)
observations, at both the parameter and observation equation level, on station coordinates, the
implied station network, and Earth orientation in inertial space. In a geodetic adjustment where
the celestial component (radio source coordinates, satellite orbits), the terrestrial component
(station coordinates), and Earth’s orientation, is estimated, non-tidal loading affects mainly the
station height. Nevertheless, applying the same loading models to different space geodetic tech-
niques yields different seasonal variations in the station coordinates and the datum perturbation
parameters.

Finally, a recapitulation of the most important results obtained herein, some conclusions,
recommendations for the international geodetic services, and ideas for further research work are
given in Chapter 8.






2 Space geodetic techniques

The main purpose of this chapter is to provide an overview of the space geodetic techniques that
as of 2018 contribute to the realization of the international terrestrial reference frame (ITRF),
that is, very long baseline interferometry (VLBI, cf. Sec. 2.1), satellite laser ranging (SLR,
cf. Sec. 2.2), global navigation satellite systems (GNSS, cf. Sec. 2.3), and Doppler orbitography
and radiopositioning integrated by satellite (DORIS, cf. Sec. 2.4). Real and simulated data
from these techniques are used in Chapter 6 and Chapter 7 to assess the models developed
in Chapter 4 and Chapter 5. A concise description of the concepts behind each technique as
well as the observation equations underlying the estimation of parameters of geodetic interest is
presented to elucidate the characteristics shared across the techniques, and to identify the points
of contrast. Section 2.5 provides the fundamental setting for the geodetic adjustment as well as
the application of the models developed in Chapter 4 and Chapter 5, at the different analysis
levels, that is, the observation equation, the normal equation, and the estimated parameter
level. Section 2.6 describes the rigorous simulation of geodetic observations with the Monte Carlo
method, employing the related observation equations, and respecting the technique-specific issues
such as the fact that laser ranging is hindered in the presence of clouds. This is the first time, the
simulation of geodetic observations considers ray-traced delays taylored for the different observing
systems. The consideration of clouds is deliberate for it aims at emphasizing the fact that the
scale bias between a reference frame realized employing solely laser observations (SLR/LLR.) and
another employing solely microwave observations (e.g., VLBI) is made worse by the fact that no
observations in the presence of thick cloud cover are assimilated to the former.

2.1 Very long baseline interferometry

For a comprehensive end-to-end review of the VLBI technique (Matveenko et al.,
1965; Hinteregger et al., 1972), the interested reader is referred to Sovers et al. (1998);
Schuh and Behrend (2012); Heinkelmann (2013); Schuh and Béhm (2013); Nothnagel (2019) as
well as the numerous references therein, that served as the main material for compiling this
section.

Synchrotron radiation produced by relativistic jets driven by the gravitation of supermassive
black holes is detected by VLBI for more than half a century. The angular position of these
cosmological (redshift ranging between zero and five), point-like and radio-loud sources, also
known as active galactic nuclei (AGN) usually features neither proper motion nor parallax, thus
rendering AGN suitable for the realization of a reference system upon which positioning on Earth
as well as navigation in space is conducted. Without loss of generality, the triangle formed by the
trajectory of a signal emitted from the oscillator onboard a GPS satellite to the stations at the
ends of a single baseline (xg — xa) degenerates to a rectangular, should an AGN be considered;
AGN that constitute the space segment of VLBI are so distant that the assumption of a planar
wavefront is sound.

Resuming the single baseline paradigm, let a radio signal emitted from an AGN be recorded
at both stations. Since the structure of the signal is unknown and the desired accuracy for
the baseline length is at the mm-level, very accurate time-tagging of the quasar signal (in

=1
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essence white noise) is necessary. A high accuracy level is achieved by utilizing among else
(cf. Sec. 4.1.3) very stable low-phase-noise frequency standards — active hydrogen masers
(AHM), ASD = 10~ '#@50 min (e.g., Herring et al., 1990) — to provide a reference signal that
allows the acquisition of time-tagged signal information. To measure the influence of Earth’s
ionosphere and the ionized interstellar medium on signal propagation, the AGN’s radiation is
recorded (inescapably together with artificial noise induced by the receiver itself and other man-
made sources in the vicinity of the telescope) in at least two widely separated frequencies, in
particular several channels (or sub-bands) within each band; in the current so-called legacy ob-
servations these are usually 6 for S-band (2.2-2.4 GHz) and 8 for X-band (8.2-8.9 GHz). While
the vast majority of geodetic VLBI observations have been carried out in the S/X system, higher
frequencies are now available (K-, Ka-, and Q-band) that potentially offer benefits over the old
system such as resilience to source structure effects. Dual frequency observations are motivated
from the dependence of the ionospheric delay upon frequency, thus rendering a combination ca-
pable of mitigating the plasma effect, at the expense of amplified noise. In the state-of-the-art
VLBI Global Observing System (VGOS) (e.g., Petrachenko et al., 2009; Niell et al., 2018) four
bands (16 sub-bands) are utilized, in the frequency range of 2-14 GHz. Past these signals being
recorded, they are subjected to cross-correlation (in parallel) and within the bandwidth synthe-
sis process, the estimates of group (7,) and phase (7,) delays are obtained as well as the time
derivatives thereof (7, and 7,) from fringe-fitting by maximizing the delay resolution function
(post—phase-rotation summed power of cross spectrum, e.g., Takahashi et al. (2000)).

In geodetic VLBI analysis, the main observables are the ionosphere-free delays that are
related to the delays within each band as follows

Tlo/olis/x1 =77 + Tion(fisx7) + Tins» (2.1.1)

where Ti,, is the propagation delay difference induced by the ionosphere (4.1.9), a function of
the ionospheric effective frequencies that differ for the group and the phase, and 7,5 is the
instrumental delay difference. The mitigation of the plasma effects is carried out by the so-called
ionosphere-free linear combinations

2 2 2 2

if . ngTQX _fgSTQS if B prTpX _f-pSTpS

TaXgs = A —fr TpXps = f2 2
gX g5 pX — JpS

2 2 2 2 (212)

Te’f _ prTPX - fgSTQ‘S iF ngTgX - fpSTpS
XgS = 2 7 Tgxps = 7 7
P pr _fgS o ng _fpg

among which the so-called bandwidth synthesis! delay T‘;J;(gs, is the most common. Despite the

fact that the precision of the pure phase delays is much higher (at least an order of magnitude),
their use is precluded by challenging issues stemming from the ambiguity resolution over long
baselines. Combining delays as in (2.1.2) inescapably combines the 7,5 thereof, which is of
no concern as this is absorbed by the constant term of the clock function. Mitigating the
ionospheric delay in such a fashion requires higher SNR — SNR is inversely proportional to
the group delay uncertainty — during observations compared to obtaining the ionospheric delay
corrections externally, e.g., from global maps of ionospheric total electron content?. For instance,
in experiment IVS-R1888, 99.5 % of X-Band group delay observations have smaller uncertainties

'Bandwidth synthesis is a technique where a wide effective bandwidth is obtained from the combination of
widely-separated narrow-band channels. This is necessary because the group delay accuracy improves with
inereasing bandwidth, and recording capabilities are finite (e.g., Rogers, 1970; Kondo and Takefuji, 2016).

2For example, see https://sideshow.jpl.nasa.gov/pub/iono_daily/gim_for_research/.
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compared to the respective S-Band observations, which is related to the fact that in 79.9 % of
the observations the SNR in X-band is larger compared to the SNR in S-Band. Performing
error propagation in (2.1.2) shows the uncertainty of T;‘;gs is larger in 100 % of the observations,
compared to X-Band, and smaller in 99.4 % of the observations, compared to S-Band.

Simply put, accounting only for the geometric delay and neglecting other propagation delay
effects, the time-of-arrival difference (7 > 0 by convention) of the wavefront emitted by an AGN
to an antenna pair is the cathetus of the right triangle built by the two stations (hypotenuse)
and the projection thereof in the direction of k. It reads (e.g., Schuh, 1987; Sovers and Jacobs,
1994)

cT = (xp — xa) - k, (2.1.3)

where the radio source unit vector is k = — [cos (o) cos (0) sin(a)cos(d) sin (6)]T, with the
coordinates (a,d) denoting the right ascension and declination of the radio source in a CRF.
Nevertheless, (2.1.3) fails to describe a number of effects that act upon the signal during its jour-
ney across the interstellar medium (gravitational and ionizing effects), the Solar system, Earth’s
atmosphere, as well as the receiving system of the radio telescopes. As VLBI is a differential
technique, many effects that are common to all stations constituting the radio interferometer,
cannot be detected and are thus mutually exclusive. Other effects such as the fact that AGN
are not always point-like? are dependent upon the observation geometry and must be mod-
elled (e.g., Charlot, 1990; Anderson and Xu, 2018). Accounting for a number of geophysical and
instrumental effects, the basic delay reads

T = Tgeom + Trel + Tion + Tatm + Tins + Tant + Teik + Ttide + Tload T+ €- (214)

The geometric delay in the Solar system barycentric (SSB) frame is

k- (QUEAR(EA)W(Ea) (xB(ta) —xa(f4) + xB(tp) — xB(14))) -
Tgeom = — = ) (2.1.5)
c(l —k-va)

where va is the velocity of station B in SSB. This quantity 7geom must be subjected to a Lorentz
transformation accounting at least for yearly and daily aberration. The motion of the celestial
intermediate pole (CIP) in a TRF, that is, polar motion, is described by the product of three
orthogonal rotation matrices* adopting the non-rotating origin formalism (e.g., Petit and Luzum,
2010)

W(yp, 2y, 5) = Ra(—s)Ra(zp)Ra(yp), (2.1.6)
where x,(t) and y,(f) are the so-called polar coordinates of the CIP, and s(¢,x,,y,) is the ter-

restrial intermediate origin (TIO) locator necessary to realize the instantaneous prime meridian
(Capitaine, 2000; Capitaine et al., 2003). Figure 2.1.1 illustrates the evolution of polar motion

3Source structure must be accounted in the reduction of the related observations k. Ideally, it hasto be accounted
for the scheduling and in the correlation process as it can affect the bandwidth synthesis especially for very
long baselines (M. Xu, personal communication).

1 0 0
iGiven any angle #, the relevant rotation matrices are Ri() = [0 cos(d) sin(d)|, Ra(f) =
0 —sin(f) cos(#)

cos(f) 0 —sin(f) cos(A)  sin(d) 0
0 1 0 ,and Ra(#) = | —sin(f) cos(@) 0. Ttis (R;(6)) = (Rs(0))" = Rs(—6).
sin(f) 0  cos() 0 0 1
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over the past half-century.
Earth’s rotation around the conventional ephemeris pole (CEP) axis is described by

R(0) = Rs(0), (2.1.7)

where #(t) is the Earth rotation angle between the celestial intermediate origin (CIO) and the
TIO on the CIP equator. It is defined by

0 = 270.7790572732640 + 0.00273781191135448(JD — 2451545.0), (2.1.8)

where JD is the UT1 Julian date fraction (# is a linear function of UT1). The difference between
UT1 and the time scale driven by atomic clocks (UTC) is dUTI and can only be estimated
accurately by VLBI. Satellite techniques (e.g., GNSS and SLR) are capable of measuring only
the time derivative thereof, that is, the length of day LOD, provided that orbital perturbations
induced by e.g., solar radiation pressure, are accurately mitigated (e.g., Rothacher et al., 1999).
The LOD is the excess time in respect of the mean solar day

(UTI — UTC)

dLOD = — En = LOD—-86400s. (2.1.9)

Both LOD and dUTI are related to the axial component of the excitation function: ys =
—dLOD /86400+ const. The motion of the celestial intermediate pole (CIP) in a CRF is described
by

Q= NP, (2.1.10)

that is, a composite of the nutation N and precession P. N is a function of nutations in ecliptic
longitude A (), mean € and true obliquity Ae(?) of the ecliptic of day

N(Ae, Avr,e) = Ri(—(e + Ae))Ra(— Ay )Ra(e). (2.1.11)
The precession is calculated as follows
P(z,0,¢) = R3(—2)R2(©)R3((), (2.1.12)

where the Newcomb angles z, ©, and ¢ (Lieske et al., 1977) quantify the orientation of the mean
equator and equinox at ¢ in respect of the equator and equinox of J2000. Nevertheless, it is more
convenient to express the rotation due to nutation and precession as follows (Capitaine, 2000 )

1—aX? —aXY X
Q= | —aXY 1-aY? Y R3(9), (2.1.13)
-X -Y  1-a(X?4Y?)

where S is the CIO locator, a =~ 0.5+0.125(X % +Y?) (at 1 pas precision level), X = ¢sin(eg), and
Y = €. The second term in (2.1.4), 7, accounts for a number of general and special relativistic
effects, e.g., the Shapiro delay, and the space-time curvature (deflection) of a signal propagating
in the neighbourhood of a massive body (e.g.., Sun, Earth, and Jupiter). The sum of 7yeom and
Trei cOmprise the so-called theoretical delay.

The ionospheric delay 7o, is extremely small owing to the fact that the 15' order ionospheric
delay describing more than 99% of ionospheric refraction has already been mitigated by the
ionosphere-free linear combination. Nevertheless, there are higher order terms not considered
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in (2.1.2). For the frequencies of geodetic VLBI, the impact of higher order terms is mostly
well below the 0.5 mm level and can thus be safely neglected. Hawarey et al. (2005) confirmed
that the maximum change the consideration of this effect can bring is about 0.5 mm on global
baselines, a difference below the noise level reported in the Goddard Mark III databases®. This
picture will not change as the additional bands envisaged for geodetic observations will feature
only higher frequencies (2-18 GHz). The excess atmospheric delay induced by ray-bending of the
signals prior to their propagating in the electrically neutral atmosphere can also be neglected as

The atmospheric delay 744, (also known as tropo-
spheric delay) is one of the most studied still least un-
derstood impactful effects in (2.1.4). Due to the fact
that it is fairly easy to predict the delay induced by
dry gases (90% of the effect) based on in situ meteo-
rological observations, for they abide to the hydrostatic
equilibrium, it is convenient to decompose Tgun either
into a hydrostatic and a non-hydrostatic component, or
a dry and a wet component. Chapter 4 provides an ex-
haustive discussion on the best approaches to account
for this effect in geodetic data analysis. In VLBI data
analysis, usually the zenith non-hydrostatic (or the wet)
delay component is estimated based on the interfero-
metric delays, as well as a first order harmonic function
that describes the behaviour of the delay as a function
of azimuth. There are other ways to model the non-
hydrostatic delay e.g., supply corrections obtained from
independent instruments such as a neighbouring GNSS
station or a water vapor radiometer. However, these cor-
rections might contain uncalibrated errors; for instance,
the latter is incapable of providing delays in the event
of precipitation (e.g., saturation issues) as well as at
low elevation angles. Another alternative is to obtain
the relevant quantities based on NWM data and a ray-
tracing algorithm. Small-scale refractivity variations in
the troposphere, that is, atmospheric turbulence (e.g.,
Tatarskii, 1971; Nilsson and Haas, 2010), are not con-
sidered in the deterministic model as the current inte-
gration time (scan) is long enough so that these fluctua-
tions dissipate. As of this writing, the best approach to
mitigate 74, — adopting the assumption that the re-
fractivity field varies linearly in space and the time vari-
ations thereof are describable by piecewise linear func-
tions (PWLFS) i.e., linear splines — is to utilize a priori
information from an accurate NWM such as ERAS and
still estimate zenith non-hydrostatic delays and gradient
vector components as loosely constrained PWLFs with
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Figure 2.1.1: Polar motion helix drift-
ing away from the CIO (x, = ¥y, =
Om). Shown are series with respect to
the TAU 2006,/2000A precession-nutation
model and consistent with ITRF2014,
EOP 14 C04.

e.g., hourly intervals. Ideally, the stencil should be dynamic to avoid multicollinearity induced

°ftp://cddis.nasa.gov/vlbi/ivsdata/db/
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by the estimated parameters being set up needlessly close. Of course, in sessions where the
redundancy is not high enough, estimating tropospheric parameters will degrade the quality of
the solution; not estimating tropospheric parameters and instead fixing them to NWM-derived
parameters in such cases is of clear benefit.

The instrumental delay 74,5 is the difference between the signal propagation from the point
of injection of the phase calibration impulses to the formatter (quantizes the input digital signal
with precise time tagging) at the two radio telescopes. On the ideal case, 745 is provided
by the phase calibration system. However, there is a number of spurious signals (also known
as spurs in this context) that potentially affect 7 observations by as much as 50ps (Petrov,
2000). According to Corey (2012), the spurs stem from hydrogen-maser-locked signals, phase
calibration images/intermodulation /saturation, secondary injection, polarization leakage, and
others. Kiuchi et al. (1997) proposed to measure 7,5 with the zero baseline interferometry
method. Since instrumental delays are station-dependent, they can be absorbed (to a certain
extend) by the time-dependent clock offset estimate during the geodetic adjustment.

The time-tagging accuracy (thus the quality of the hydrogen maser) directly affects the co-
herent integration time, the correlator synchronization, and thus the accuracy of parameters
estimated from analyzing a VLBI experiment, e.g., shorter integration intervals lead to more
observations, that in turn provide better decorrelation between the estimated parameters (e.g.,
Nothnagel et al., 2018). Inaccuracies in this time-tagging together with the imperfect synchro-
nization of the station clocks, induces the 7. term in (2.1.4). This delay is usually parame-
terized as the sum of two functions of time; a 2°d order linear differential equation (in practice
a 2" degree polynomial) for the entire course of the experiment, and a PWLF for the high-
frequency instabilities usually resolved hourly. At a given time ¢ the delay induced by clock
mis-synchronization depends upon the individual clock functions 7% and T2, and reads
: ti—1 LT ) ti —t )

Tetk(t) = (Tf + TP (t — to) + Ty (t — to)® + TP (to) + T () —— ti —ti1

. t—t; t —t
— [T + TA = to) + TSt — t0)? + TA (ko) + T (t)) ——— + TA(t; 1) ——— |,
t; —ti 1 ti —ti 1

(2.1.14)

where T(f is the clock offset, TlA is the clock frequency offset, Tf‘ is clock frequency drift, and
T4 is the clock function at station A. So, if in a 24-hour session no clock breaks occur and a
60-minute interval is adopted for the PWLF, 254 3 clock parameters have to be estimated for all
stations save for the one chosen to serve as the reference. Due to the fact that clock stability is
related to the stability of the ambient temperature in the room where the active hydrogen maser
lies (Parker, 1999), the estimation of diurnal (and semi-diurnal) harmonic terms instead of the
PWLF described in (2.1.14) is a choice with physical meaning that also reduces the unknown
parameters in the geodetic adjustment (J. Anderson, personal communication). Modern AHMs
6 have a sensitivity within the operating temperature range of about 1 x 1074 °C~! in terms of
ASD. Moreover, Plank et al. (2017) reported that clock breaks may be induced by high currents in
the co-located air conditioning system compressor. Sometimes, in addition to station-dependent
clock parameters, it is beneficial to estimate baseline-dependent clock offsets to absorb several
uncalibrated instrumental and correlator errors in the data acquisition system (e.g., Petrov et al.,
2009 ), including but not limited to unmodelled source structure effects and group delay ambiguity

Shttps://www.vremya-ch.com/russian/index.html
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resolution artifacts”. Figure 2.1.2 illustrates the occurrence of baseline-dependent clock offsets
in the IVS archive, for the baselines with the largest number of group delay observations.
Effects such as the thermal deformation
of the radio telescopes, the antenna axis off-
sets, and the gravitational sag fall under 7,5
in (2.1.4). Thermal deformation induces an
artificial annual signal (with an amplitude of
~ 1l mm) on the network scale of the implied
reference frame (e.g., Wresnik et al., 2007).
Structural deformation induced by gravita-
tional loading, that is, sag, contributes to
discrepancies detected in the inter-technique
comparison. The effect of gravitational sag is
dependent upon the orientation of the VLBI Figure 2.1.2: The occurrence of baseline-
antenna in a topocentric frame, that is, ele- dependent clocks in VLBI data analysis with Solve

vation and azimuth, as well as the antenna’s (./Solve/BaselineClockSetup.nc in the vgosDB
directory structure) for the 20 baselines that have

response to loading forces and varies the time . .

delay between the receiver and the antenna’s the ‘larggst number of observations in the IVS
archive (1979-2019).

reference point. The axis offset induces an ef-

fect similar to the phase center variations in

GNSS, which is indistinguishable from the station displacement in the radial coordinate compo-

nent. Therefore, as it is difficult to infer this parameter — different for the individual stations as

well as station types (azimuth-elevation, X-Y, equatorial mount) — from the analysis of a single

VLBI experiment, the axis offsets may be supplied externally (e.g., local surveys). Nevertheless,

there might be mm-level disagreement between the axis offsets estimated by a global solution of

all VLBI observations and local surveys due to unmodelled non-linear station position variations

induced by geophysical loading effects, inaccuracies in the tropospheric models (Wade, 1970

Nilsson et al., 2017a).

The crust upon which radio telescopes are based is deforming. This deformation is a man-
ifestation of numerous geophysical processes such as tectonic plate motion, solid Earth tides,
ocean loading, solid and ocean pole tide loading, permanent tide, tidal atmospheric loading
(cf. Sec. 5.2.1), non-tidal atmospheric-oceanic-hydrological loading (cf. Chapter 5), rotational
deformation due to polar motion, and postglacial rebound. The tidal terms fall under 74, and
the loading terms fall under rp.4-

Figure 2.1.3 illustrates the global network of radio telescopes that contributed to the real-
ization of the latest terrestrial reference system. Shown in Fig. 2.1.3 is also the number of the
stations that have contributed most observations in geodetic VLBI (based on data stored at the
IVS and QUASAR servers).
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2.2 Satellite laser ranging

A review on SLR can be found in Seeber (2003), as well as Combrinck (2010); Degnan (2013);
Appleby et al. (2016); Schreiber and Kodet (2017); Exertier et al. (2018); McGarry et al. (2018),
and references therein. These served as the main material for compiling the current section.
SLR differs from the other space geodetic techniques described in Chapter 2 as it is a re-
alization of the Michelson interferometer experiment thus performing a two-way measurement

‘http://astrogeo.org/petrov/discussion/basdep_clo/basdep_clo.html
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Figure 2.1.3: The network of all radio telescopes that contributed to ITRF2014 (upper row). The
baselines (lower left) and stations (lower right) that as of fall 2018 have successfully participated in most
observations carried out in the framework of IVS and QUASAR, based on vgosDB and NGS data (right).
The description for the two- and eight-letter station codes are in ns-codes.txt.

(station-satellite-station) and operating in the optical regime (532 nm in most cases). The latter
renders the capability of the system to perform observations dependent upon mutual visibility
and in turn incapable of performing observations under clondy weather conditions. Short high-
energy mode-locked laser pulses (typically 10-200 ps, 1-2kHz repetition rates) are emitted from
ground-based stations towards corner cube reflectors (CCR) on satellites (e.g., Exertier et al.,
2018). The design and the configuration of the retro-reflectors is such that the direction of the
major component of the reflected wave in 3D-space is identical to that of the incident radia-
tion. Should the retro-reflector be on the Moon (or other planets), the related processing falls
under Lunar laser ranging (interplanetary laser ranging). All observations that involve active
laser measurements (Maiman, 1960) to artificial satellites constitute the vast SLR archive. The
first successful SLR return ever was recorded at NASA’s Goddard Space Flight Center (GSFC)
in Greenbelt, Maryland, employing the retro-reflectors onboard the satellite Beacon Explorer B
(BE-B) in late 1964. This thesis deals only with SLR.

There is a large variety of satellite types being observed by SLR; spherical satellites such as
LAGEOS (laser geodynamics satellite) -1 and -2, and spacecraft equipped with retro-reflectors
of sufficient optical cross section such as Jason 2 or the GRACE-FO mission. In both cases the
target is fairly inexpensive in comparison to VLBI antennas; in the former case spherical passive
satellites can orbit Earth for several decades without requiring any maintenance, in the latter
case, the cost installing a retro-reflector on any satellite is rather low compared to the payload
cost. Figure 2.2.1 illustrates the satellites to which most ranges are aimed at, based on the normal
points to 176 targets published by the ILRS (as of early 2019). These vehicles are being tracked
by a network of observatories equipped with solid state lasers, most of which operate at 532 nm
(maximum quantum efficiency). Some stations operate intermittently at other optical frequencies
in addition (e.g., Zimmerwald). However, infrared detectors have proven to have lower accuracy
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Figure 2.2.1: On the upper left shown are the CDP codes of the stations that have observed most satellite
arcs, on the upper right shown are the stations that carried out most of the normal point observations
(geodetic observable), and on the lower row shown are the satellites to which most ranges have been
achieved, over the last decade; 19 % of the ranges stem from Yarragadee (7090), and 10% of the ranges
were towards Ajisai (2“d best). Both graphs were generated based on ILRS normal point data.

compared to those operating at 532 nm. Figure 2.2.1 depicts all stations® the observations of
which were assimilated for the latest TRF (cf. Fig. 2.2.2). Since SLR observatories can track only
one satellite at a time and several satellites are visible at any moment, the ILRS has suggested a
tracking priority? where satellites at a low Earth orbit and a low inclination feature higher. Of
course, allowances should be made occasionally for missions at a critical phase (e.g., post-launch).
This list is also subject to the scientific interests of the individual stations e.g., the sole source of
calibration for GLONASS system ephemeris stems from SLR,, therefore Russian stations observe
GLONASS space vehicles much more often than other stations.

Figure 2.2.1 also demonstrates the fact that the observations are very diverse. In total,
47 % of the observations were carried out from 5 prolific stations, namely Yarragadee (19 %),
Changchun (9 %), Mount Stromlo (7%), Zimmerwald (7 %), and Matera (7%). Only 10 % of all
ranges to Earth orbiters were aimed at the LAGEQOS satellites that are usually solely utilized for
geodetic processing. Should the ranges towards 9 spherical satellites (Ajisai, LAGEOS-1 and -2,
Etalon-1 and -2, LARES, Larets, Stella, and Starlette) be employed for a geodetic adjustment,
still about 35 % of the observations’ volume would have been utilized. It should be noted that
ranging stations also have to carry out tracking to targets of little potential geodetic interest,
that is, space debris such as inert satellites and rocket bodies.

From the Poincaré-Einstein synchronization, the laser pulse flight-time between the start

®The match of CDP (Crustal Dynamics Project) codes and station locations can be found under
https://ilrs.cddis.eosdis.nasa.gov/network/stations/.

%% ttps://ilrs.cddis.eosdis.nasa.gov/missions/mission_operations/priorities
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and the stop reads (e.g., Degnan, 2013)

or~ 2 (“Q(t]R(t)W(t)xj —x

2 + Tatm + Tioad + Ttide + Trel + Tcom + Tbms) * (2.2.1)

+ Tins — Tref + €,

where ¢ is the pulse reflection instant on the CCR, and xJ and x; are the position vectors of the
satellite and the station in the ITRS. The matrices Q, R, and W describe the transformation
between a terrestrial and a celestial geocentric reference system (cf. Sec. 2.1). Traditionally, they
are expressed in terms of polar motion that constitutes the two components of Earth’s rotation
axis trajectory projection onto the 0° meridian (x,) and onto the 270° meridian, (y,), Earth’s
rotation angle described by UT1 — UTC, and Earth’s spin axis precession-nutation as celestial
pole offsets (zcpo and yopo ). As the retro-reflector is not situated at the center of mass (CoM)
of the spacecraft, for which the precise orbit determination (POD) is carried out, the application
of the eccentricity vector 7¢,ns is necessary. For spacecraft equipped with a propellant system
that uses sloshing fuel, the magnitude of this correction changes as the fuel is being depleted. The
term 7, denotes relativistic effects (Shapiro delay, Schwarzschild field, Lense-Thirring precession,
Yarkovsly thermal drag and de Sitter precession) which in total do not exceed 2 cm (Combrinck,
2010). The length of the reference arm 7, is known precisely. With the exception of some
isolated Cs clock drifts, that are documented by the ILRSY, no clock-related parameters need to
be introduced in the geodetic adjustment. SLR observations (time-of-flight) are unambiguous.
Usually, they are grouped into the so-called normal points the bin size of which increases with
increasing orbital altitude, that is, 5s for GRACE-FO, 120 second for LAGEOS, and 300s for
Etalon or GLONASS. The normal point precision is typically better than 1-2 mm. The analysis
of these observations, which are available in near-real-time, results in precise orbit determination
with an accuracy of 1-2 em for cannonball satellites such as LAGEOS, and 2-3 cm for satellites
such as those constituting the GPS constellation. There are, of course, other effects that are
not described in (2.2.1) such as the along-track displacement of the satellite during the two-way
roundtrip time, which is at least 500 m for Etalon-1, and 200 m for LAGEOS-1.

Apart from VLBI, GNSS, and DORIS, the delay of the laser induced by atmospheric refrac-
tion (Tasm) does not pose a major issue in the reduction of ranges. This is due to the fact that
laser ranges are mainly affected by dry tropospheric gases, and that delay component can be fairly
easily predicted based on surface meteorological observations. The contribution of water vapor
is approximately 68 times smaller compared to radio techniques (cf. Sec. 4.4). Since the electri-
cally neutral atmosphere is a dispersive medium for optical frequencies, it would be theoretically
possible to mitigate T, with proper analysis of two-color systems (e.g., Wijaya and Brunner,
2011). Nevertheless, due to very low return rates and the fact that only very few stations are
capable of two-color observations, such an accomplishment remains unfulfilled as of this writing.
Further details on the atmospheric refraction modelling of laser observations are provided in
Chapter 4.

In the parametrization of the laser ranges, a term with no physical meaning often appears,
the range and time bias, denoted by 7,5 (e.g., Combrinck, 2010). The magnitude of the com-
putationally determined 7p;,, varies with station and time to 5mm and are correlated with the
stations coordinates mainly the radial component), the elevation angle (hence SNR), as well as
uncalibrated instrumental phase delays. These artifacts can be mitigated by monitoring complete
satellite arcs (both ascending and descending passes).

On the grounds that the distance between a satellite and the observing station is recorded

Ohttps://ilrs.dgfi.tun.de/fileadmin/data_handling/ILRS_Data_Handling_File.snx
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at a high rate, several thousand observations per arc lie in the so-called full rate data. As these
observations exhibit significant spatiotemporal correlations, they are grouped in the so-called
normal points that are more precise per se. In modern SLR data analysis the normal points
usually appear in the left part of (2.2.1).

As SLR measures distances between
ground-based stations and satellites orbiting
the center of mass of the Earth plus its fluid
envelope, only information regarding the ori-
entation of the station network needs to be
supplied externally to estimate station and
satellite coordinates. This is done by imposing
NNR. conditions on selected stations (2.5.5).
In addition to station coordinates and Keple-
rian elements of the observed satellites, only
Earth rotation parameters are estimated (r,, Figure 2.2.2: The network of all laser ranging sta-
Yp, and LOD) as well as geocenter coordinates. tions that contributed to ITRF2014. Only 37 sta-
Satellite-based techniques (SLR, GNSS, and tions (26 %) are still active.

DORIS) are incapable of estimating simulta-

neously orbital parameters and [d UT1 Ae A-g[,']T because of the perfect correlation with the
orbits’ plane orientation in space (right ascension of the ascending node, the inclination, and the
argument of latitude) (Rothacher et al., 1999). SLR is not emburdened with estimating the tro-
pospheric parameters (residual zenith delays and gradients), clocks, or ambiguities. On account
of the fact that zenith delays, clock offsets, and the coordinate height component are highly
correlated, estimating all three simultaneously degrades the quality thereof (e.g., for GNSS or
VLBI). Nevertheless, the occasional estimation of range biases is similar to estimating receiver
clock corrections. However, unlike station clock parameters at GNSS and VLBI stations, range
biasess are estimated over periods much larger than those used for station coordinates, to achieve
a temporal de-correlation between them and the height coordinate component over short peri-
ods. Typically, range bias changes are related to instrumentation changes, and are therefore
fairly stable over time. There are cases, however, where the estimation of arc-dependent biases
is necessary'!.

The estimation of station-wise parameters related to harmonic effects at frequencies equal
or higher than one day is challenging as at most SLR stations the distribution of observations
throughout the day in very heterogeneous due to issues pertaining to day-tracking and lacking
personnel (cf. Fig. 2.2.3). Moreover, low-degree spherical harmonic coefficients of the Earth’s
gravity field can be estimated, that is, the principle axes of the inertia tensor expressed by
coefficients (Cay, So1, S22) to the fully normalized associated Legendre functions. In point of fact,
SLR-derived low-degree gravity field coefficients (n < 6) are more accurate compared to CHAMP
(Challenging Minisatellite Payload), GRACE (Gravity Recovery and Climate Experiment), and
GOCE (Gravity Field and Steady-State Ocean Circulation Explorer). Other parameters such as
scaling factors for Earth and solar radiation, as well as empirical accelerations are also estimated
(e.g., Bloffeld et al., 2018). The contribution of SLR to the inter-technique TRF resides on the
geocenter and the scale (jointly determined with VLBI). The assimilation of SLR ranges into
the GNSS adjustment is beneficial for the latter as the resolution of phase center offsets of the
GNSS antenna onboard the space vehicle is facilitated. Accounting for the above, SLR is the
only space geodetic technique that currently links geometry, gravity and Earth rotation.

11Gee for example https://ilrs.dgfi.tum.de/fileadnin/data_handling/ILRS_Data_Handling_File.snx
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Figure 2.2.3: The relative number of laser ranges per SLR station (2008-2018) as a function of local
hour of day (HoD). The graph was generated based on ILRS normal point data.

Similar to VLBI, SLR benefits from advances in technology as well as in the analysis of the
laser ranges. Plans for the modernization of geodetic SLR include among else single-sensitive-
photon detectors, shorter normal point intervals, and increased pass-interleaving, to allow the
acquisition of more observations. The interested reader is referred to Merkowitz et al. (2018)
and Pearlman et al. (2019) for further information in this regard.

The current modelling conventions to reduce laser ranges do not include non-tidal geophysical
loading effects, nor asymmetric atmospheric delay modelling. In the following chapters, it will
be proven for the first time via Monte Carlo simulations that the current modelling setup is at
best inadequate and cannot meet the desirable accuracy level:

O Owing to the so-called blue-sky effect (e.g., Soénica et al., 2013), laser observations are
currently not carried out under cloudy conditions. While this can be mitigated by tech-
nological improvements in terms of tracking capabilities. for more than 30 years, there are
very few observations through clouds. Due to the effect of atmospheric pressure loading
(cf. Sec. 5.2), there is usually a positive deformation under fair weather conditions which in
turn leads to a long-term height bias. As this happens to all stations, this will inescapably
result in a scale effect in the underlying frame, together with a geocenter coordinate offset
because of the uneven global distribution of stations. This effect creates displacements at
the mm-level and is more severe at stations far from the ocean due to the inverse barometer
effect.

[0 The fact that atmospheric thickness decreases polewards together with weather variations,
gives rise to refractivity gradients that in turn cause the atmospheric delay at a station to
vary as a function of azimuth. In SLR analysis these effects are not modelled. This yields
a spurious poleward motion of the stations at the mm-level, which induces a scale effect
and an offset along the Z axis of the underlying TRF.

The impact of these effects on the estimated SLR station coordinates and the implied reference
frame is discussed in Chapter 7.
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2.3 Global navigation satellite systems

The origin of GPS can be traced back to the 1960s with the United States’ Department of
Defense pursuing the development of a weather-independent, satellite-based navigation system
that would operate in the microwave spectrum. GPS was designed in such a way that at any
given time at least four satellites (currently nine) are visible from any place on Earth for ¢ > 15°.
The superset known as GNSS incorporates similar systems developed by other countries such as
the Russian Global Navigation Satellite System (GLONASS), the Chinese BeiDou Navigation
Satellite System (BDS), the European Galileo, and the Japanese Quasi-Zenith Satellite System
(QZSS). In the following a brief description of GNSS and in particular GPS is carried out. For a
comprehensive end-to-end review of GNSS, the interested reader is referred to Dach et al. (2015)
and Teunissen and Montenbruck (2017), as well as the numerous references therein.

The GPS constellation consists of at least 24 space vehicles orbiting almost circularly (e <
0.02) in 6 planes (62 = 60°) inclined by i = 55° at an altitude of 20200 km (a =~ 26 560 km). The
orbital revolution period is half a sidereal day (11h 58 min). The payload of every currently-
orbiting GPS satellite includes an ensemble of atomic frequency standards (4) based on Caesium
(ASD = 10~'3) and Rubidium (ASD = 10-'?). The oscillators of these clocks generate the
coherent carriers Ly, Lo, and L5 (since the Block IIR-M generation of satellites) based on the
fundamental frequency fo = 10.23 MHz: f1 = 154f9, fo = 120fy, and f5 = 115f5. On these
right-hand circularly polarized carriers, two pseudo-random noise codes are biphase modulated,
the so-called coarse/acquisition (C/A) code on L, and the precision (P or Y) code on both
carriers. In addition to the codes, auxiliary information (e.g., ephemeris parameters, satellite
clock corrections with respect to the GPS composite clock, and ionospheric parameters), the so-
called navigation message, is modulated as well. In view of the fact that the C/A-code chip length
is ten times longer than the P-code chip length, the latter provides observations approximately
an order of magnitude more accurate.

Positioning with GNSS is based on the multiple trilateration concept. Assuming the position
of both satellite (xJ) and receiver (x;) are already referred in a geocentric celestial reference system
in a manner similar to (2.1.5), the single-frequency single-system code observation equation reads

Pf = Hx'] - X—i“g +c (Tj - 7'3') + Tatm + Tion + Trel + Tt + Tantz + Tother + €, (2.3.1)

where Pf is the pseudo-range code observation between the satellite j and the receiver 7, 7; is
the clock error of the receiver, and 77 is the clock error of the satellite. The propagation delay
in the electrically neutral atmosphere and ionosphere is denoted by 744, and 7i,, respectively.
Tropospheric refraction may be treated in a way similar to VLBI, should the issues stemming
from the orbital altitude (cf. Sec. 4.1.2) and the frequency of the radiation (cf. Sec. 4.1.5) be
ignored. The treatment of the ionosphere is identical to VLBI with the exception that the high-
order ionospheric terms affect the estimated parameters considerably due to the lower frequency
of the related signals (cf. Sec. 4.1.5). The relativistic effects 7, relevant for a navigation system
with satellites on MEO orbits are quite different with respect to those necessary to be considered
in VLBI and SLR observation modelling. In addition to the effects considered for SLR, the
following must be accounted for a proper reduction of the observations collected by the receivers:
time-dilation as a function of the along-track velocity, gravitational redshift and blueshift due
to Earth’s gravitational potential, Earth’s oblateness, lunisolar tidal potential, Sagnac effect,
and orbital eccentricity (Combrinck, 2010). Unlike VLBI receiving systems, GNSS antennas are
omnidirectional and as such are prone to the interference between the direct and a reflected signal,
also known as far-field multipath (7). The phase center offsets and variations of the receiver
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and the transmitter (74,4 ) are contingent on the direction of the signal as well as its frequency.
The term T, includes effects that have already been described in (2.1.4) and (2.2.1) such as
solid Earth tides, tidal and non-tidal loading, CoM corrections, satellite- and receiver-specific
differential code biases, as well as effects that act upon the satellite orbit. The latter encompass
gravitational perturbations such as spatiotemporal variations of Earth’s gravity field due to mass
transport and third-body perturbing acceleration, as well as non-gravitational forces imparted by
atmospheric drag, solar radiation flux (solar radiation pressure), Earth’s albedo (Earth radiation
pressure), thermal dump, unbalanced thrusts, and propellant outgassing.

In addition to Pf , geodetic receivers observe the phase shift of the carrier wave, that is, the
difference between the carrier phase of the satellite signal at the epoch of transmission (®7) and
the carrier phase of the reference signal generated by the quartz crystal oscillator of the receiver
itself at the epoch of reception (¢;). The related observation equation reads

L = A (@ — o7+ N7)
= ||X‘] - xi||2 +c (Tj - 7".5.) + /\Bf + Tatm — Tion + Tret + Tt + Tante + Tother + &
(2.3.2)

where Lf denotes the accumulated carrier phase, A is the related wavelength, Nf € R is the
constant carrier phase ambiguity, and Bf € R is the number of cycles stemming from the initial
phase ambiguity. Nf and Bf remain constant throughout continuous carrier tracking arcs. In
the event of the so-called “loss of lock” an additional parameter must be set up in (2.3.2) to
account for the cycle slip. While most corrections in (2.3.1) hold for (2.3.2) as well, effects such
as carrier phase wind-up (variations in the measured carrier phase induced by varying relative
orientation of receiving and transmitting antennas, (e.g., Beyerle, 2008)) need to be introduced
in the reduction of the related observations. Moreover, 7,,;; is quite different between Lﬁ and Pf .

Due to the fact that modelling 7,,;; is a challenge that cannot be facilitated by differencing
— hence is treated as white noise, 7, is considerably smaller for L“;" and £ 5 0.01¢, integrated
carrier phase measurements are preferred over psendo-ranges.

Equations (2.3.1) and (2.3.2) can be
formed for any combination of L7 and P/. De-
pending on the combination one or more of
the effects that require to be modelled or es-
timated from the related observations simply
cancel out or are considerably reduced. An
outline of the most important combinations
follows.

The differences formed between the code
or phase measurements of two receivers and
one satellite, the so-called single differences Figure 2.3.1: The network of all GNSS stations that
(SD), eliminate satellite-related issues such as contributed to ITRF2014.
the hardware delays and initial phase, and
considerably mitigate others such as the satellite clock offsets (provided the receiver clock cor-
rections are known to 0.3 pis or better) and spatially-correlated effects such as ionospheric delays.
Provided that the receivers participating in the formulation of the SD acquire measurements with
the same accuracy, the error propagation law suggests that the noise in the single-differenced ob-
servables will be amplified by a factor of V2. In laymans™ terms, VLBI corresponds to processing
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only single difference GNSS observations.

The double differences (DD) are formed between a pair of receivers and a pair of satellites
from the related SD, and yield observables that are in addition alleviated from receiver clock
offsets, initial phases, and receiver hardware delays. The DD are the basic observable in geodetic-
grade GNSS software. However, the noise of these observations is further amplified and the
observations are no longer uncorrelated.

The receiver satellite-time triple differences are formed from (usually) successive DD, are
utilized in the data-screening process, facilitate the integer ambiguity resolution as they are free
from the latter, and are useful to make amends for cycle slips.

Given observations at three frequencies, namely L1, Lo, and L3, the linear combination of
phase observations has the general form

b = ?’qu’l + ?’LQ‘I’Q + ?’L5‘I’5. (233)
The most useful combinations follow. The ionosphere-free combination
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where the 1°" order ionospheric effects have been eliminated, the ambiguities are not integer any
longer, but the noise has been amplified. The 2°¢ order ionosphere-free combination

2 (fs = f2) f3(fs = f1) f2(f2= 1)
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C=fifs— f2) = f3(fs — 1) + f2(T fa— f1),

(2.3.4)
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(2.3.5)

mitigates the 224 order ionospheric effects, but at the same time introduces noise. The geometry-
free combination is formed simply by Ly = L1 — Lo. In Ly everything other than the initial phase
ambiguities and the ionospheric delay vanishes. The wide-lane combination

fili — falo
Lw, = ——m—F—, 2.3.6)
fi—fo (
is used together with the DD for integer ambiguity resolution and cycle slips treatment. The
Melbourne-Wiibbena combination

Lorw = Ly — falo B [P — f2P2‘ (237)
fi—fa fi+tfe
eliminates the contribution of the atmosphere, the geometry and the clocks.

In the ensuing geodetic adjustment, a much larger number of parameters compared to
VLBI and SLR needs to be estimated, a fact partly attributable to the vast station network
(cf. Fig. 2.3.1). Unlike VLBI and SLR where no elevation-dependent weighting is mandatory,
care needs to be exercised for the GNSS adjustment because of the larger susceptibility of low
elevation observations to multipath (as well as atmospheric refraction). There is a large num-
ber of weighting schemes; common to all is the downweighting of low elevation observations,
in particular code pseudo-ranges e.g., w(z) = csc?(e) for phases, and w(e) = csc?(e) for codes.
Furthermore, since high-frequency observations are available, the temporal correlations should
be considered in view of a more realistic estimate of the parameters’ uncertainties. Some of
the parameters that are usually estimated are the satellite orbital parameters together with
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pseudo-stochastic pulses, phase center position increments for receiver and satellite antennas,
differential code biases, clock polynomials together with PWLF for the station and satellite
clocks, tropospheric parameters such as zenith delays and linear gradient components, Earth
rotation parameters (x,, y,, LOD, 0A¢/0t, and 0Ay/0t), and station coordinates. Similar to
the other satellite techniques, no-net-rotation conditions (2.5.5) must be applied to relieve the
related NEQs of the inherent datum defect. Analyzing multi-year data provides the opportu-
nity to access to other parameters such as the low-degree load deformation coefficients (e.g.,
Fritsche et al., 2009; Glaser et al., 2015).

Since GNSS observes satellites orbiting around the Earth’s center of mass, and the observa-
tions are easily converted to distance measurements between stations and satellites, GNSS can
theoretically contribute to the realization of the origin (currently done solely by SLR), and the
scale (currently done by a combination of SLR and VLBI) of the global reference system. How-
ever, a number of effects hinder these contributions including but not limited to the modelling
of non-gravitational accelerations such as the effect of solar radiation pressure. Fortunately, the
advent of new technologies such as atom interferometry, optical inter-satellite laser links, optical
clock ensembles, and the optical frequency comb technique (Nobel prize in physics 2005) poten-
tially allow for the mitigation of some of the aforementioned effects. Such innovative concepts
are explored within the framework of ADVANTACE!? that partly deals with the evaluation of
the merits for geodesy and Earth system monitoring (Giorgi et al., 2019).

2.4 Doppler Orbitography and Radiopositioning Integrated by
Satellite

DORIS is an active two-frequency one-way
Doppler-tracking system that operates in the
microwave domain on a number of space
vehicles. A pair of fairly stable frequen-
cies (401.25 MHz and 2036.25 MHz) is emit-
ted continuously and omnidirectionally by
ground-based beacons to satellites equipped
with very stable clocks (quartz crystal res-
onator with Allan standard deviation ASD =
10713 for 10s < 7 < 100s). The Doppler shift
count is carried out onboard by the involved Figure 2.4.1: The network of all DORIS stations
space vehicles at intervals spanning ~ 10s. that contributed to ITRF2014.

The objective of the system on its inception

was the support of precise orbit determination (POD) to low Earth orbiting satellites and pre-
cise point positioning at the cm-level. The accuracy of the related range rate observations is
0.3ms ™! over 10s that corresponds to 3mm for the range measurements. The accuracy of the
time-tagging is at the 1 ps level that corresponds to 1cm uncertainty in the along-track satellite
position. Similar to GNSS, on the DORIS signal carriers is the beacon message that contains
mainly station-dependent information such as the identity of the beacon, and synchronization
and meteorological data. Similar to all SLR and VLBI stations, DORIS beacons are equipped
with a meteorological sensor incentivized by the mitigation of the propagation delay induced
by the electrically neutral atmosphere. Currently active are Sentinel-3B, Sentinel-3A, Jason-3,
SARAL, HY-2A, Cryosat-2, and Jason-2. In the past, the following were tracked: STPSat-1,

12 Advanced Technologies for Navigation and Geodesy, see for details https://hgf-advantage.de.
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Figure 2.4.2: Data availability from satellites equipped with DORIS receivers, based on DORIS 2.2
format files and DORIS/RINEX 3.0.
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Figure 2.4.3: The DORIS beacons (left), and satellites equipped with DORIS receivers (right) that
contribute with the largest amount of observations. The graphs were created based on DORIS 2.2 format
files and DORIS/RINEX 3.0.

SPOT-5, Envisat, Jason-1, SPOT-4, SPOT-3, TOPEX/Poseidon, and SPOT-2. Figure 2.4.2
illustrates all satellites that contribute to the DORIS technique. Some of the aforementioned
satellites are equipped with a corner cube retroreflectors and a GPS antenna so that the POD
is assisted by the introduction of laser ranges (SLR). DORIS features the station network with
the best global distribution amongst the ITRF-contributing techniques (cf. Fig. 2.4.1), given
the number of stations. Figure 2.4.3 shows the number of observations per satellite and station
(world top in terms of data yield) for the complete DORIS history'® based on data in the DORIS
2.2 format, as well as in the DORIS/RINEX 3.0 format.

The analysis of DORIS observations reveals information about the DORIS beacons’ motion,
the orbits of the satellites involved, atmospheric drag, the geocenter coordinate variations, Earth’s
gravity field, the ERPs, and the ionosphere (as the system features dual-frequency observations).
To estimate station and satellite coordinates from the DORIS data adjustment, it is necessary
to impose NNR constrains on the coordinates of the observing stations, similar to GNSS.

For an introduction to DORIS as well as the other techniques already discussed in Chapter 2,
the interested reader is referred to Seeber (e.g., 2003). Further details about DORIS and its
contribution to space geodesy can be found in Lemoine and Schrama (2016), as well as in the
International DORIS Service’s (IDS'#) webpage.

135 tp://cddis.gsfc.nasa.gov/doris/data/
1y ttps://ids-doris.org/
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2.5 Space geodetic data analysis

The adjustment of space geodetic measurements described by the observation equations laid out
in the preceding sections shares many similarities across the techniques. For this reason, it was
decided to concisely present the standard VLBI adjustment. Technique-specific intricacies will
not be addressed as they raise a host of topic-divergent issues such as integer ambiguity resolution,
and precise orbit determination. More detailed treatises may be found in the literature cited in
the preceding sections.

The time delay 7 described in (2.1.4) is corrupted by a number of effects that are treated
with varying degrees of success during the modelling or /and the parametrization process. By and
large, the impetus of a single 24-hour VLBI session adjustment is the accurate determination
of station coordinates (and subsequently baseline lengths) for ITRF maintenance and refine-
ment, the determination of AGN coordinates for ICRF (international celestial reference frame)
refinement, and the monitoring of Earth’s variable orientation and rotation (EOPs), which is
necessary, e.g., for the transformation between terrestrial and geocentric celestial reference sys-
tems as well as for spacecraft navigation. The duration of a VLBI session, the stations that
participate and the AGN observed therein as well as the scan sequence and duration, depend
upon the parameters of interest'®. In the following, the geodetic VLBI adjustment is briefly
described.

The adjustment of VLBI observations is treated as a parameter estimation problem within
a rank-deficient non-linear Gauss-Markov model (e.g., Koch, 1997; Kotsakis, 2013)

b=Ax+v,and v~ (0,Cy), (2.5.1)

where b = y® — y0 is the reduced observations vector, A = % o is the rank-deficient Jacobian
(design) matrix, x = x® — xY is the vector of unknown parameters, and v =yP —y? is the
residuals’ vector. y® includes all the observations, x° includes the initial approximation of the
model parameters, y? includes the approximation of the observables based on the a priori model
parameters, y® includes the real (thus unknown) values of the observed parameters, and x?
includes the real-thus-unknown values of the parameters to which the ensuing adjustment will
provide an approximation. For geodetic VLBI, the parameter space is occupied by three groups
(e.g., Petrov and Ma, 2003): (i) global parameters, that is, quantities that are estimated utilizing
many sessions (e.g., station velocities), (ii) quantities that are estimated over the course of a single
session (e.g., EOPs), and (iii) segmented (or “arc”) parameters that are highly variable over time
(e.g., zenith tropospheric delays). The estimation of parameters that fall under the latter group
as global or local is of no benefit. Of course, some local parameters such as the station and radio
source coordinates can be estimated both from the single- and multi-session solutions. Analyzing
a single global VLBI session'%, the following parameters are usually estimated:

O clock parameters (per station, and occasionally for individual baselines),
O tropospheric parameters; zenith delays and gradients (per station),

[ station coordinates,

5https://ivscc.gsfc.nasa.gov/program/descrip2011.html

5To the author’s knowledge, there is no official definition of a “global” network. While an TVS-R4 network is
definitely global and a three-station network in Australia is regional, there is no strict boundary. The length
of the longest baseline, the surface area, and the volume of the polyhedron whose vertices are the VLBI
stations are used as a measure (cf. Sec. 7.3). Truly global networks have Earth’s center of mass lie inside their
polyhedron.
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O radio source coordinates'”, and
O Earth orientation parameters (pole coordinates, celestial pole offsets, and dUTT).

The observing schedule (when and how long will the baseline i observe the AGN j) is very
important due to the fact that it to a great extend sets the upper boundary to the accuracy
achievable by analyzing the related observations; the design matrix A and its spectral condition
number mainly depend on the schedule. To define the schedule of a VLBI experiment, the
unambiguous separation of the parameters of interest is of paramount importance, as well as the
spatiotemporal sampling thereof. Since one of the goals of geodetic VLBI experiments is the
accurate estimation of station coordinates, the observation geometry should be such that for the
subsequent data analysis a wide range of elevations and azimuths are available to decorrelate as
much as possible the station height from the zenith tropospheric delay corrections (a%a(% x —1),
and the lateral coordinate components from the components of the tropospheric gradient vector
(highly positively correlated). Moreover, except for the sessions that last longer than two hours
(the vast majority of which are the so-called Intensive VLBI sessions), most geodetic sessions
nowadays span 24 hours (90 % (86 %) of all non-intensive IVS (QUASAR) sessions span between
23-25h); this is deliberate so that geophysical and astronomical effects of 1-day period can cancel
out (to a large extend), as well as to observe AGN through the full range right ascension.

Should a best linear unbiased estimator (BLUE) be adopted, the optimal aforementioned
parameters will be eventually estimated from the (weighted) least squares inversion of a singular
consistent system of linearized normal equations, hereinafter NEQs (e.g., Koch, 1997; Kotsakis,
2013)

Nx = u,
N=A'PA, (2.5.2)
u=A'Pb,

where P = JE2Q is the weight matrix and Q = O’EQCV is the cofactor matrix. As of this
writing, P is usually populated solely with the standard deviations derived from the VLBI cross-
correlation process that are slightly inflated. In some cases, some baseline-dependent re-weighting
takes place stemming from the estimation of variance components, and elevation-dependent
weighting. Unlike GNSS, an elevation-dependent weighting (e‘g., ﬁa,a > 0) is not as nec-
essary because VLBI is not subject to multipath (VLBI features directional antennas, hence
narrow beamwidth), phase center offset /variation uncertainties, cycle slips, and severe signal-to-
noise reduction with decreasing elevation angle. Nevertheless, as in satellite-based techniques,
the effect of AGN coordinate errors is amplified at low elevations, and the modelling of atmo-
spheric refraction is more difficult. On the other hand, the lower the elevation = utilized in
geodetic processing, the more stable the estimation of tropospheric gradients, thus the better
the estimation of the lateral coordinate components and, the better the decorrelation between
the zenith delay, the clock offset and the height coordinate component, hence the better the
quality of the solution. These potential improvements are hindered by the down-weighting of

"Based on the VLBI data reanalysis (IVS and QUASAR) carried out in the framework of Chapter 6 and
Chapter 7, 50% of the AGN coordinate estimates (session-dependent AGN-dependent right ascension and
declination offsets) are not statistically significant, and 61.5% of the radio sources had never had either of
their coordinate components estimated statistically significantly. AGN that participate in the NNR conditions
are typically not estimated in the 24-hour sessions. Therefore, in many cases setting up as unknown parameters
the coordinates of all AGN that are observed in a VLBI session could be avoided, if the minimization of the
weighted sum of the single-session post-fit residuals is sought.
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low elevation observations. Nevertheless, spatiotemporal correlations between observations that
stem from small-scale highly dynamic refractivity fluctuations induced by turbulent eddies in
the lower troposphere render the uncertainty of the estimates of geodetic data analysis overop-
timistic (e.g., Halsig et al., 2016 ). These effects can be accounted for employing the well-known
Kolmogorov turbulence theory (Treuhaft and Lanyi, 1987; Nilsson and Haas, 2008, 2010), but
are rarely considered. Due to the fact that station and source coordinates are non-estimable
quantities based on the information nested in the observations, to obtain a free network solution
(Sillard and Boucher, 2001 ) by inverting (2.5.2) additional information must be supplied to the
NEQs. For VLBI, the observations provide information only about the scale of the implied frame,
therefore information about the origin and the orientation must be introduced externally. To
date, the best way to do so is by imposing minimum constraints on the normal equation system
(2.5.2), as they do not affect the internal network geometry. The consistent set of the linear(ized)
minimum constraining equations reads

HWx = c, (2.5.3)

where H is the design matrix (Jacobian) of the reduced pseudo-observation vector ¢, and W is the
associated symmetric positive-definite weight matrix, whose choice leads to different optimiza-
tions (Schaffrin, 1985; Bevis et al., 2013; Kotsakis, 2016). Using the minimum constraint matrix
(HWH ' )"'HW in the implementation of (2.5.3) instead of HW is numerically more stable,
thus preferred. In geodetic VLBI, the best treatment for the datum defect is applying no-net-
translation (NNT) and no-net-rotation (NNR) to the station coordinates of a stable and reliable
TRF (e.g., Altamimi et al., 2016; Seitz et al., 2016; Abbondanza et al., 2017), and NNR on the
source coordinates of a stable CRF (e.g., Fey et al., 2015), thus realizing a network-intrinsic ref-
erence system (e.g., Dermanis, 2004). For the terrestrial component, the NNT (preservation of
the center of mass) reads

N N N
D OXi=0AY 6Yi=0AD> 67 =0, (2.5.4)
i=1 i=1 i=1

where for the i station situated at (X;, Y], Z;) at the epoch of the experiment it is 0 X; = X; — X°.
For the NNR (elimination of relative angular momentum), it is

N N N
D (YVP6Zi— Z0Yi) = 0N D (Z06Xi — X20Zi) = 0N Y (XP8Y; — Y0X;) = 0. (25.5)

i=1 i=1 i=1

There is the possibility to preserve the mean quadratic scale (no-net-scale, NNS), but as it is
defined by the nature of the observations, it is inessential

N
D (XP0Xi + Y0V, + 2062;) = 0. (25.6)
i=1
The NNR conditions for the source coordinates read
aj — cvg = Ay tan(d;) cos(a;) + Az tan(d;) sin(arj) — Az (257)
65 — 69 = — Ay sin(ay) + cos(6;), o

where (o, d;) are the coordinates of the AGN j based on the observations of the current exper-
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Figure 2.5.1: The celestial atlas of the extragalactic radio sources observed in the framework of IVS
that have been considered in this study, in an equatorial system. Shown are the sources that participate
in the NNR condition equations (red), the sources the coordinates of which have been estimated as global
parameters (blue), the special handling sources (green), and others the positions of which were estimated
from experiments such as the VLBA calibrator survey (black). The ecliptic is shown in orange, and the
galactic plane is shown in brown. Note the uneven distribution near the ecliptic.

iment, and (02,5?] are the CRF coordinates of the j radio source. While additional parameters
may be set up to account for a drift in right ascension and declination as a function of a reference
declination dy (D, and Dy, respectively) or a fictitious equator tilt in declination (By),

aj — a?— = Ay tan(d;) cos(ayj) + Az tan(d;) sin(a;) — Az + Dy (65 — o),

a . (2.5.8)
d; — 05 = —Aysin(a;) + cos(d;) + Ds (6; — do) + By,
it is uncommon partly owing to the fact that the estimation thereof induces high correlation with
the rotations around the CRF axes (e.g., Titov et al., 2011). For a typical rapid turnaround ses-
sion where around 90 AGN are observed (since 2016), 55 % thereof are some of the 295 ICRF2
(Fey et al., 2015) “defining” sources and are thus stable enough to participate in the NNR condi-
tions and therefore realize the implied CRS axes. The more “stable” the sources that participate
in the NNR equations, the better the definition of the underlying CRF. Of course, there is a
number of AGN that despite realizing a CRF, experience source structure and therefore must not
be involved in the NNR (e.g., 0642+449 Xu et al., 2016; Anderson and Xu, 2018). On the other
hand a great number of AGN that were unstable (structure index higher than 3) in the past are
now suitable to realize a CRF. Therefore, to include as many sources as possible in the inner
constraint conditions and avoid erroneous AGN, all sources should participate in the NNR but
with weights proportional to their stability. In Fig. 2.5.1 shown are the radio sources employed
in the VLBI-related investigations carried out herein, in an equatorial coordinate system. The
defining sources are in red. The curve in orange depicts the ecliptic (apparent motion of the Sun
from the Earth), and the curve in brown depicts the galactic plane.
In addition to the constraints introduced to relieve the NEQ in (2.5.2) of the datum defect,
a number of pseudo-observations are incorporated to stabilize the solution — that is, render
the estimation process more robust to outliers and aid to avoid singularities when estimated
parameters are not supported by real observations e.g., tropospheric parameters at Wettzell in
an IVS-R1 session while it participates in the INT1 session — in the form of relative or absolute
constraints. These equations have a form similar to (2.5.3) and are usually imposed on all
parameters. In essence, the absolute constraints read

M —2'=0+0, (2.5.9)
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where 2% denotes the a posteriori value of a parameter to be estimated and z° the a priori thereof.
The relative constraints describe the relation between consecutive parameters under the Markov
assumption. They read:

-l =0%0, (2.5.10)

where the subscript 7 is indicative of time. For instance, the variations in the atmospheric refrac-
tive index are modelled as random walk processes (o2 = d?t) with a drift rate of 6.25 mm?h—!
for the d?, and 0.09mm?h~ " for the Gyg and Ggw (e.g., Nilsson et al., 2015b). In modern
VLBI sessions, these constraints are fairly loose. The necessity to impose tight constraints on
certain parameters (e.g., gradient components in sessions before 1990) is indicative of a lacking
observation geometry to resolve the parameters demanded to be estimated.

Imposing the data- and datum-related constraints leads to the following NEQ
(N+H WH)(x —x¢) =u+ H' We. (2.5.11)

While absolute and relative constraints are fairly necessary for all types of sessions, neither NNT
(2.5.4) nor the NNR (also known as Tisserand) conditions (2.5.5) and (2.5.7) need to be applied
for sessions where neither station, nor source coordinates are estimated, such as the so-called
Intensives (1-hour long). By and large, the solution to the adjustment (2.5.11) is

$=x0+ (N+H WH) 'u+(N+H WH) 'H'c, (2.5.12)
and the precision /accuracy thereof is described by the following variance-covariance matrix

vTPY
dof

Ci = (N+H' WH) 'N(N +H'WH) !, (2.5.13)
where the degrees of freedom dof is the number of observations and constraint equations minus
the number of unknown parameters. If the estimation of station and radio source coordinates is
not sought (e.g., analysis of Intensives), it is simply

Cs=(A'PA) A" Pb. (2.5.14)

In addition to the classical Gauss-Markov model, it is possible to perform the adjustment
of VLBI observations with other methodologies such as with the least-squares collocation (e.g.,
Titov and Schuh, 2000) or the Kalman filter (e.g., Herring et al., 1990; Nilsson et al., 2015b).
Besides the Gauss-Markov model, a Kalman filter (Kalman, 1960; Gelb, 1974) has been used in
this work both for the analysis of “real” VLBI observations and for the analysis of simulated ob-
servations for all space geodetic techniques (cf. Sec. 2.6). While both least-squares and Kalman
filter minimize the sum of squares of the weighted residuals, that is, argmin ('UTP'U), the latter
is based on a slightly different concept. The Kalman filter comprises a set of equations applied
recursively to estimate the state of a dynamic system excited by an independent sequence of
measurements that contain relatively small normally distributed random errors. In the process-
ing, the VLBI observations (or of any other space geodetic technique) are organized scanwise and
are sorted in time. The linearized observation equations for the ¢ scan read (Dermanis, 1987)

bi = Ai}{ + Vj. (2515)

The Kalman filter utilized in the framework of this study builds upon the assumption that there
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are not temporal correlations between successive scans. The epoch-wise NEQ reads
Ni = }“ciui. (2516)

The solution to all parameters at the i scan (state transition equation) is given by (e.g.,
Herring et al., 1990)

% = %1 + Qi1A{ (Ci + AiQi_1A{ ) (b — Asky), (2.5.17)
where the related cofactor matrix Q; reads

Qi = (1-KiA)Qi(I- KiA)) ' + KiGK;

-1
K =FiD; ", (2.5.18)
Di = Ci + AiFi,

F; = QiA; .

where Kj is the so-called Kalman gain. The stochastic processes that drive the parameter
variations were assumed to be random walks'® for all parameters except for the station clock
whose fluctuations are modelled by the sum of a random walk and an integrated random walk. No
deterministic parameters are assumed here. The underlying noise is determined empirically by
analyzing the related parameter time series. For instance, the derivation of the station coordinate
process noise is described in Sec. 5.5. There are, however, other options to describe the stochastic
dynamics involved, e.g., a first-order Gauss-Markov process for gradient components, and a three-
state model for the station clock. For further information on stochastic models for VLBI Kalman
filters, the interested reader is referred to e.g., Herring et al. (1990); Nilsson et al. (2015b); Soja
(2016). To obtain a stable solution it is necessary to run the discrete filter both forward and
backward in time, and then apply a smoother. The final smoothed solution X5 at the scan i is

s =PPxP 4 PIRf (2.5.19)

4

which is in essence an average of the forward solution )“clf and the backward solution }“c{:’ weighted
by the respective a posteriori weight matrices thereof (f’f and 13}’)‘

The solution ensuing the IKalman filtering and smoothing is in effect equivalent to a recursive
least-squares solution (e.g., Mysen, 2017), with the additional feature that for every new scan
(in the case of VLBI) the elements of Q; that correspond to Markov parameters are increased
to an extend. That extend is dictated by the PSD of the white noise process driving the related
stochastic processes (e.g., random walk and integrated random walk).

Complete reanalysis of all VLBI, SLR, and DORIS observations takes a couple of hourson a
modest PC, as opposed to the reanalysis of all GNSS observations that requires multiple weeks
on a modern cluster.

Modeling atmospheric refraction can only take place at the observation equation level; b
and A are affected. The reduced observations’ vector b is modified upon varying the mapping
functions, the a priori zenith delays (e.g., by inserting different barometric pressure), and the
gradients. The Jacobian matrix A is only affected by changes in the non-hydrostatic mapping
function.

Directly affecting the position of the stations, geophysical loading models can be applied at

®In practice, a random walk process may be generated by progressively adding independent and identically
distributed randomly generated numbers. The integrated random walk is generated correspondingly.
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all processing levels (observation equations, NEQ, estimated parameters) with varying effective-
ness. Should the displacement models be used at the observation level, their quality must be
ascertained for mismodelling at this level spawns errors that propagate to all estimated param-
eters. Moreover, the identification of outliers could be rendered erroneous. Due to the inherent
correlation between different parameter groups as well as the imperfect observation geometry,
accounting for the geophysical loading a posteriori does not consider the impact on e.g., dUT1.
Nevertheless, applying loading displacements a posteriori provides an approximation of the im-
pact on the station coordinates and therefore the implied reference frame, accepting the premise
that there is no transfer of loading information to parameters other than the station coordinates.

2.6 Monte Carlo simulation of VLBI, SLR, GNSS, and DORIS
observations

Thus far in Chapter 2 an introduction has been attempted regarding the modelling and
parametrization of space geodetic observations that fall under the techniques of VLBI, SLR.,
GNSS, and DORIS. It is apparent that the physical measurements are not fully consistent, and
the mathematical models to describe the various effects acting upon the related observations are
incomplete. For instance, in geodetic VLBI data analysis zenith delays and gradients are usually
estimated hourly. However, such a setup may result in spurious clock variations, if weather fluc-
tuations at shorter time-scales cannot be described by that deterministic model. Moreover, while
the tilted plane approximation of azimuth-dependent atmospheric delay variations is sufficient in
most cases, it may fail during severe weather events (cf. Fig. 4.2.2). Besides, as the observation
equations lead to a non-linear estimation process, access to a priori values of poor quality renders
the estimation process less effective. While utilizing redundant measurements will reduce the
former, it cannot assist in sharpening the comprehension of the underlying physical processes,
ergo the improvement of the observations” parametrization. To accurately monitor effects such
as global warming via indicators like decadal sea level change or long-term changes in integrated
water vapour time series, an accurate parametrization needs to be ascertained. Moreover, to
determine the extend to which parameters describing effects sensed across the techniques are
compatible (e.g., station displacements, atmospheric refraction, and Earth rotation), hence can
be combined at any processing level — observation equations, NEQs (IN,u), or parameters (X,
Cj;) — the design consistency needs to be assured.

Developed here, Fast Geodetic Simulation Tool (FGST) is a Monte Carlo simulation engine
designed to study the impact of the observation geometry, and systematic and random effects
on the estimation of ordinary parameters (e.g., residual atmospheric delays, station and satellite
clocks, and residual coordinates) in the space geodetic adjustment. Since the focus of the dis-
sertation is placed on the description of atmospheric refraction and geophysical loading effects,
FGST assumes that these two may solely affect the related observations, and that all other effects
(e.g., orbital perturbations and source structure) are perfectly understood, thus no parameters
are set up in the ensuing adjustment. As the dominant stochastic error budget stems from (i)
water vapor content fluctuations in the lower troposphere, (ii) the stability of the related fre-
quency standards, and (iii) the level of Gaussian noise, the sum thereof determines the noise that
drives the simulator. While the author is familiar with the fact that the noise in the geodetic
observations in not only white (e.g., Williams, 2008), it was decided that investigations on the
noise color digress from the main objectives of the dissertation.

For the simulation of the delays induced by propagation through the turbulent electrically
neutral atmosphere, two assumptions have been adopted; the geometric optics approximation still
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holds, and the ray-path remains unaffected (Nilsson et al., 2013). There are two ways to obtain
the turbulent slant delays based on which the FGST operates, that is, apply the contribution of
atmospheric turbulence on: (i) the non-hydrostatic refractivity tensor and perform ray-tracing
for every simulation run, and (ii) the delays obtained by numerical integration at the different
stations/epochs/directions employing non-turbulent refractivity tensors (ray-tracing performed
only once per observation). It was decided to follow the latter, out of convenience. In so doing,
equivalent zenith non-hydrostatic delays d;; were employed

- dnh, 3

dop, = . (2.6.1)
where d,;, denotes the slant non-hydrostatic delay, and mf,; is the mapping factor cf. (4.2.3).
All quantities in (2.6.1) are dependent upon the direction of the ray (elevation and azimuth),
and time. Utilizing symmetric mapping functions such as the Potsdam mapping functions PMF
(cf. Sec. 4.2.4) is most common; nevertheless, the Berlin mapping function BMF (cf. Sec. 4.2.5)
was used instead for enhanced precision. The d;, series are simulated as random walk processes
(simply time-integrated white noise). Further information on the turbulence simulator can be
found in Treuhaft and Lanyi (1987); Nilsson et al. (2007 ); Nilsson and Haas (2008); Nilsson et al.
(2009); Nilsson and Haas (2010); Halsig et al. (2016), as well as the references therein.

The stability of the frequency standards
employed by the microwave space geodetic
techniques is to an extend responsible for the
high quality of the observables as well as the
products of the respective geodetic adjust-
ment. VLBI stations are equipped with hy-
drogen masers, GNSS satellites feature atomic
Rubidium and Caesium clocks (and passive
hydrogen masers for Galileo), GNSS stations
are usually equipped with quartz crystal os-
cillators (ASD = 10~°@1s), oven-controlled
quartz oscillators (ASD = 10712@100s) —
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sometimes GNSS receiver clocks are locked Figure 2.6.1:.The probablllty of at least one clock
break per station being detected, based on a com-

to the frequency of.a, nearby _AHM o and plete reanalysis of the IVS and QUASAR archive
the DORIS composite clock is realized by (1979 2019) with VieVSQGFZ.

quartz crystal ultra stable oscillators (ASD =

10~ 3@1000 s). However, the finite stability of

these oscillators is responsible for a large portion of the random errors inherent in the obser-
vations. Since clock instabilities cannot be predicted with a sufficient accuracy in reality, their
influence on the observations simulated by FGST is described as a stochastic process. For active
hydrogen masers (VLBI) it is argmin, (ASD) = 1 — —2h, which is the lowest bound. The upper
bound for any 7 is approximated by the superposition of a random walk and an integrated ran-
dom walk, where the power spectral densities (hereinafter PSD) of the driving white noise are
0.15 x 10245 and 0.05 x 109 s , respectively (Herring et al., 1990). The stability of the clocks on-
board the GNSS satellites is slightly worse at these timescales as they are designed for long-term
stability. Due to the fact that the stability floor of Cs, Rb, and passive hydrogen maser (PHM)
clocks is one to three orders of magnitude inferior to the one of the AHM, the noise level induced
by instabilities of the satellite clocks is simulated accordingly. A distinction is made for the clocks
of the different systems; the noise is inflated more for GPS than Galileo and QZSS, and even



32 Space geodetic techniques

Table 2.6.1: Elevation-dependent noise parameters injected in the Monte Carlo simulations of the differ-
ent GNSS constellations. The ansatz employed is o, = acse(e), and the input data are post-fit residuals
of the operational multi-GNSS processing at GFZ Potsdam.

GPS GLONASS Galileo BeiDou QZSS MGEX
P3 [mm| 415.46 453.37 41911  312.33 555.93  409.34
L3 [mm)] 4.23 4.61 4.27 4.28 4.50 4.31

more for BeiDou and GLONASS (Z. Deng personal communication). The proper simulation of
the stability of the related clocks is crucial also in light of the fact that clock function estimates
determined in the geodetic adjustment absorb effects unrelated to the stability of the frequency
standards involved (station and satellite clocks). For instance, Halsig et al. (2018) found 3-6
times larger clock variations than direct AHM comparisons, by analyzing VLBI data. No clock
breaks have been simulated in the framework of the current dissertation as no matter how many
clock breaks occur in a modern VLBI experiment (up to 3), the redundancy of the observations
is such that it can cope with the additional parameters being set up without impacting the other
estimated parameter or the structure of Cg. However, due to the fact that the number of clock
breaks that are detected largely varies among stations, simulations would be more realistic if
the station-wise of the respective AHMs is considered. Figure 2.6.1 illustrates the probability of
clock break occurrence, based on a complete reanalysis of all IVS and QUASAR non-intensive
sessions.

White noise should be introduced as well to account for the measurement noise of the observ-
ing system e.g., the thermal noise in the case of VLBI (bandwidth, integration time, and source
equivalent flux density). The level of the white noise differs considerably across the systems, as
well as a function of elevation and time. For instance, for VLBI2010 (Petrachenko et al., 2009)
it is expected that the standard deviation of the white noise will be around 1.2mm, around
three times smaller that the current levels. Following Glaser et al. (2017b, 2018), the following
levels of white noise may be adopted: 70 cm for code and 5mm for phase GNSS observations,
9 mm for laser ranges to spherical satellites, 4.5 mm for VLBI group delays, and 0.035 cms ! for
DORIS velocities. Nevertheless, examining the post-fit residuals with state-of-the-art geodetic
software reveals that applying constant noise may not be a realistic approximation, as there is
a significant dependence upon . To determine the elevation-dependent white noise drift rate
injected in the GNSS simulations, the post-fit residuals of the dual-frequency ionosphere-free
combination of codes (P3) and carrier phases (L3) of a global MGEX network form the oper-
ational processing at GFZ Potsdam (Deng et al., 2016) was employed. The noise parameters
that were estimated by a least-squares adjustment with o, = acsc(e) serving as the observa-
tion equation (the elevation-dependent second central moment of the post-fit residuals served as
observations), are illustrated in Tab. 2.6.1. Figure 2.6.2 illustrates the simulated driving white
noise to be applied to the carrier phase GNSS observations. The uncertain interplay between
the quality of the satellite clocks and the post-fit residuals is beyond the scope of this work.
Accepting the premise that the contribution of the atmospheric delay and geophysical loading
are the sole occupants of the observation space, the observation equation reads

Tatm + Tioad + W = mfy, di + mfpndy, + mfy (Gys cos(a) + Gpw sin(a)) + clk + dx,
(2.6.2)

where dqm denotes the ray-traced delay, the term mfy, di denotes the assembled slant hydro-
static delay, mf,,d;, is the slant non-hydrostatic delay, clk is the station clock function, dx
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Figure 2.6.2: The driving white noise simulated based on Table 2.6.1 for 2018,/04/01.

is the residual position in the topocentric frame'?, and w is the stochastic component of the
observations, which is the sum of a random walk process (troposphere), a random walk and an
integrated random walk (clock) and white noise. From (2.6.2) d?,, Gng, Ggw. dx, and clk
(similar to equation (2.1.14)) are estimated at intervals similar to those of the analysis of the
actual geodetic observations, unless the Kalman filter module is employed; then all parameters
are estimated observation-wise. The observation equation (2.6.2) can be taylored to account for
other effects as well. Care should be exercised on the relative constrains imposed on segmented
parameters. For instance, different zenith delay drift rates should be utilized between a solution
where the a priori zenith delay stems from in situ meteorological data, and a solution where the
a priori zenith delay stems from an empirical model. This is because in the latter case the resid-
ual zenith delays should vary more to account for the unmodelled fluctuations of the hydrostatic
component. Therefore, should an empirical model be employed to model atmospheric refraction,
the uncertainty of the zenith delay relative constraint equation should be amplified.

While equation (2.6.2) can be applied for modern VLBI, GNSS, and DORIS observations,
it should not be applied under poor observation geometry (e.g., very early VLBI experiments,
or single satellite DORIS observations). In such cases some parameters cannot be estimated
accurately, unless it is at the expense of others. For instance, the analysis of laser ranges to
LAGEOS-1 and LAGEOS-2 alone renders the estimation of hourly gradient components not only
inaccurate but detrimental for the lateral position components. Hence, in SLR data analysis,
gradients should not be estimated but modelled instead, unless the observation geometry permits
it. Furthermore, instead of station clocks, range biases are occasionally estimated for SLR, and
it is inessential to employ separate mapping functions for the hydrostatic and non-hydrostatic
delay component.

The quality of radio-based geodetic technique observations under consideration are to a
certain extend independent of weather conditions. Nevertheless, VLBI stations that are not en-
closed by a protection radome do not operate under extremely high winds (>40kmh 1), extreme
temperatures (>35°C or < —20°C), or heavy precipitation (=>50mmh~!). The aforementioned
weather conditions assure full performance for the vast majority of geodetic VLBI stations. While

Y9The transition from the ordinary geocentric is conducted at the observation equation level so as to make the
corrections between the radial coordinate component estimate and the other parameters more apparent

iE —sin(\) cos(A) 0 aX
GN| = [—cos(A)sin(p) —sin(A)sin(p) cos(e)| [dY]. (2.6.3)
au cos(A) cos(y) sin(A)sin(y)  sin(p)| |62
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the loss of potential observation time for most VLBI stations does not exceed a couple of days
per year (e.g., according to in situ meteorological only 15 h for WETTZELL, on average), there are
stations such as ONSA13SW, SC-VLBA, OHIGGINS, and SYOWA, that according to ERAS data do not
meet the primary operating conditions for 10d, 20d, 35d, and 60d per year, respectively. On
the other hand, laser ranges through clouds cannot yield station/satellite coordinates or ERP
with geodetic accuracy. For the first time, these issues have been treated in the VLBI and SLR
simulations. Given a potential observation, that is, a range to a satellite seen with ¢ > 10°, it
has to be determined whether the laser observation can or cannot be carried out. Employing
ERAS cloud occurrence fields, the probability of an observation to be rejected is set proportional
to the cloud cover in the vicinity of the SLR station. That is, cloud cover of 70 % translates to
a 30 % chance of a successful laser observation (normal point). Four stochastic approaches were
examined to represent the inability of SLR to observe under cloudy conditions:

O Fraction of cloud cover tensors (discretized on 137 levels) have been used to determine
the probability of a successful laser range. The direction of each observation is considered.
Given that there exist clouds at the altitude of the uppermost model level of ERAS, around
80 km above sea level (noctilucent clouds), the projection of the exit point of a ray from
the upper boundary of ERA5 on Earth’s surface can be as far as 450 km from the ground
station (cot(10°)-80km). Therefore, given that the spatial resolution of ERA5 is 31 km, the
surrounding 15 nodes in every direction are necessary instead of the four nearest nodes.
Once the ray-path has been determined (cf. Sec. 3.2), the cloud cover fraction at the
nodes of the ray-path is interpolated employing Lagrange polynomials, and the occurrence
probability (one minus total cloud cover) is calculated as adopting the maximum-random
overlap assumption (Geleyn and Hollingsworth, 1979), that is, l_[;fl l_m—a’x(LJ—L-Ll) where

l—Cj_]_
¢; denotes the cloud fraction at layer j.

[J Based on the cloud distribution at three altitudes at a given time, the reduced cloud
cover tensor is built, and it in turn serves to assess whether the ray encounters clouds
from the station to the satellite. This is determined employing low (< 2km), medium
(2-6.5 km), and high (6.5-80 km) cloud cover fields (LCC, MCC, and HCC, respectively).
So, the elevation and the azimuth of each observation are considered, as well as the cloud
distribution as a function of time.

[0 The probability of a ray experiencing cloud formation is determined by the total cloud cover
(TCC) aloft a station at a given time. So, the “actual” cloud distribution is considered,
but the direction of the ray is disregarded.

[0 The probability of a ray never reaching the satellite is determined by the long-term time
average of the TCC aloft a station. So, the “average” cloud distribution is somehow con-
sidered, but the direction of the ray is disregarded.

Figure 2.6.3 and Fig. 4.1.9 illustrate the 2000-2018 average LCC, MCC, HCC, and TCC calcu-
lated from ERAS5. Since no steep spatial gradients are to be found in the temporal average of
LCC, MCC, or HCC, it is futile to account for the actual ray-path in an average cloud cover
tensor. While there are spatial patterns discernible on the temporally averaged fields, it is very
difficult to distinguish them in the instantaneous fields. Note that the intuitive at first exposure
TCC = LCC + MCC + HCC does not hold. Still, these approaches to generate potential laser
observations seems to be belied by the empirical evidence as the station performance is usually
much lower than the potential determined by the cloud occurrence. There are sites such as
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Figure 2.6.3: Low (1° column), medium (2" column), and high (3" column) cloud cover from ERA5
fields. Shown are the 2000-2018 average (upper row) fields, and the instantaneous fields on 2017 /01 /01
00:00 (lower row).

Zimmerwald and Yarragadee where the performance is higher than expected, proof that obser-
vatories with automatic operations outpace those with manual operations (Glaser et al., 2019).
Further investigation on such discrepancies will feature in future research.

For the simulation of past observations conducted by existing stations, the RINEX GNSS
and DORIS files, the log VLBI files, as well as the SLR/LLR normal point files can be utilized
by just applying a proper noise function to the “computed” vector (y°). Nevertheless, the fact
that a potential laser observation to e.g., LAGEOS-2 was not obtained may not be related to
weather conditions, but to the fact that another satellite had to be observed instead or that
no operator was available to carry out the observation. Thus, to fully understand the potential
limitations imposed on an SLR observatory by weather and its subsequent repercussions on the
parameter estimation process, it is crucial that the clouds be taken into consideration. Besides,
to realistically simulate observations at a planned laser station, it is far better to account for the
clond oceurrence in the simulation of the observations than to randomly set that e.g., 80 % of the
potential observations (or arcs) are lost. For instance, based on the cloud occurrence fields an
automatically operated laser station in South Africa will be able to perform more observations
than a station in Antarctica or the Amazon rainforest. Notwithstanding the additional observa-
tions, the utility of a new station has to be rigorously assessed in the POD as well as the TRF
determination (Glaser et al., 2019).

To realistically simulate VLBI, SLR, GNSS, and DORIS observations employing FGST, vast
torrents of data were ingested; refractivity tensors to obtain ray-traced delays, cloud cover fields,
satellite orbits, and VLBI schedules drive the simulator. For the ray-tracing and the degree of
cloud cover utilized in simulations conducted here, hourly ERAS fields were employed at the
native resolution (31km). Additional motivation for choosing to work with hourly 3D cloud
cover fields rather than location-specific constants was provided from the fact that TCC time
series show poor correlation in space and time, and thus are difficult to model analytically2°.
Figure 2.6.5 and Fig. 2.6.6 attest to that statement and also show that the spatiotemporal vari-
ations differ largely between winter and summer. The multi-GNSS and SLR satellite orbits

2OThe overlapping Allan variance calculated for the TCC time series suggests that for 7 < 24h TCC is a random
walk process, and for larger averaging intervals it gradually becomes a white noise process.



36 Space geodetic techniques

1] 50 100 0 50 100 1] 50 100 0 50
MCC [24] HCC [24] MCC [24] HCC [24]

Figure 2.6.4: Scatterograms between simulated radial component displacements due to non-tidal atmo-
spheric pressure loading (cf. Sec. 5.2) and cloud cover, from ERAG5 fields at Arequipa, Peru (left), and
Papeete, Tahiti (right).

were retrieved from GFZ-Potsdam?' and GFZ-Oberpfaffenhofen??, respectively. The orbits of
satellites that are not processed by GFZ were obtained from the precise satellite ephemerides
of SGF?3 Herstmonceux, UK. The DORIS orbits were obtained from CNES-SSALTO?%*. Fig-
ure 4.1.5 illustrates the ground track for the most important GNSS constellations for a single
day. In Fig. 4.1.8 shown are the ground tracks of the most commonly observed satellites with
SLR.

The results (e.g., station coordinates) displayed in the subsequent Chapters 6 and 7 stem
from a least median of squares estimator (e.g., Rousseeuw and Leroy, 2005) over the n = 50
ensemble members. Given the estimates of n runs (herein observations), subsets of n; = w are
formed. The least median of squares is obtained employing the objective function

2 = min (mec_iian {vf}) ] € (1, (i)) (2.6.4)
i ,

where vj are the residuals between the x; solution and all n observations. A reweighting of the
observations is applied

- |

(1+n_u
Wi =11 i ol < ko JT (2.6.5)
PN il < b — g Ve

0, otherwise

where j runs over permmtations, 7 runs over observations, {2 is calculated following (2.6.4), ®
denotes the cumulative distribution function of the standard normal distribution, & denotes the
statistical significance level (e.g., k = 3 for 99.7 %). The multiplicand (square root) in the first
case of (2.6.5) denotes the robust unit weight standard deviation. The numerator of the fraction

2l tp://ftp.gfz-potsdam.de/GNSS/products/mgnss/
22 tp://edc.dgfi.tun.de/slr/products/orbits/
B, //cddis.gsfc.nasa.gov/pub/slr/cpf_predicts/*.sgf

24[',-:3‘

://cddis.gsfc.nasa.gov/doris/products/orbits/ssa/
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Figure 2.6.5: The spatial correlation (SC) between ERAB-derived TCC time series at some SLR stations
(active or planned) and virtual stations (ERAS5 grid nodes) over summer (red) and winter (blue). & and
&, denote the correlation length from the covariance model of Hirvonen (4.3.5) for summer and winter,
respectively.
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Figure 2.6.6: The temporal auto-correlation (TC) of ERA5-derived TCC time series at some SLR
stations (active or planned) over summer (red) and winter (blue). &, and &, denote the correlation time
lag from the covariance model of Hirvonen (4.3.5) for summer and winter, respectively.
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Figure 2.6.7: The correlation matrix of the adjustment carried out for the GNSS simulations, at Wettzell,
where different parameters are set up as unknowns,

in (2.6.5) assures no underestimation occurs in case of small redundancy. This approach has been
employed in a different context by Bachmann et al. (2016) as well as by the IVS tropospheric
combination centre®>.

As no deterministic clock function is simulated nor any ground antenna motion (except for
tectonics and environmental loading), the systematic and random deviation of the respective
estimated parameters (station coordinates, and characteristics of the receiver clock described
by a three-state temporal model (Gaodel et al., 2017) including a time offset parameter, a fre-
quency offset parameter, and a frequency drift parameter) from zero is indicative of either lack-
ing deterministic model or observation geometry. Following Chaffee (1987); Greenhall (2011);
Suess and Matsakis (2011), the clock state at epoch t is

1l 7
d 1 3 x(t — 1) + w(t, 7), (2.6.6)
00 1

where 7 is the integration interval. The evolution of x(t) is driven by the stochastic differential

equation

dx(t)
dt

x(t) + w(t), (2.6.7)

=0 =
o= o

1
0
0

where w is the process noise whose covariance matrix (symmetric) reads

3 5 2 4 3
qaT qsT qoT qaT qsT
Nt ot 8. 6,

Q(t,7) = s BT BT (2.6.8)
gt o=~
aqs7T

where [g1 qo q;;] " denote the time-dependent variance of the white, the random walk, and the
random run frequency modulation. respectively.

The simulations are imperative as they provide a hindsight on the possible influence of
different measurements and parameters estimated in the geodetic adjustment, as well as the

“*nttp://media.gfz-potsdam.de/gfz/sec1l/projects/tropospheric_combination_centre/
Balidakis_IVS_tropo_combi.pdf
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understanding of the interplay of parameters that are non-linearly related. For instance, Fig. 2.6.7
illustrates the correlation matrices calculated from the respective covariance matrices (2.5.13) of
a GNSS adjustment utilizing all satellite observations available at 2018/01/01, following (6.4.1).
Three different parameter setups were carried out. It is important to note the correlation between
(l) szk, d-rih and dR, (ll) GNS and dNS! and (111) GEW and dgw, where [dR dgw dNS]T is
the station displacement vector in the topocentric frame (up, East-West, North-South). The
correlation between Gug and dpyg is larger than correlation between Ggw and dgw due to the fact
that in most cases the skyplot is symmetric about the North-South axis, provided no obstacles lie
in the vicinity of the station. That is, the number of observations with negative and positive sine
of azimuth (partial derivative for Ggy/) are almost equal, whereas the number of observations
with negative and positive cosine of azimuth (partial derivative for Gyg) are not equal. The latter
has been confirmed by Zhou et al. (2017) by analyzing real multi-GNSS observations, however,
without providing a justification for this effect.

To assess whether the software described in the preceding paragraphs, FGST, simulates the
aforementioned random effects faithfully and provides realistic results, a number of tests were car-
ried out. First, runs were carried out for all modules applying no noise (white noise or refraction-
or clock-induced), nor systematic mismodelling (e.g., employing a weather-driven mapping func-
tion to simulate, and an empirical mapping function to reduce the simulated observations), that
is, b = 0 (“observed” equals “computed”). The results of these so-called “zero tests” were that
% =0 and v = 0. Of course, they slightly deviate from zero due to e.g., round-off errors. There
were cases where due to extremely poor observation geometry (especially in the SLR simulations
for stations under very cloudy conditions), a least-squares solution (employing singular value de-
composition) could not be achieved (e.g., the number of observation equations was smaller than
the number of unknown parameters being set up) or the variation of the number of observations
was considerable (e.g., by more than 100 %) between the different runs within the ensemble.
The latter resulted in a very large ensemble spread. To treat such issues, absolute constrains on
all parameters can be applied, e.g., the difference between the coordinate estimate vector and
the a priori thereof should not exceed 5m. Doing so, it is possible to obtain a solution even
if no observations are available. However, such cases are of no interest herein, as they do not
allow to investigate the effects to which this thesis is dedicated (mm-level), therefore, they were
identified and eliminated from further analysis. When noise was injected in the simulator, the
residuals’ vector v was assessed. Due to the fact that several effects that have a systematic
impact on geodetic observations have not been considered in the geodetic adjustment (e.g., de-
formation due to surface thermal radiation (Haas et al., 2013)), they have not been considered
in FGST either. Therefore, it is not possible to compare directly real and simulated observations.
This limitation expands to simulators such as VIE_SIM of VieVS@GFZ (e.g., Pany et al., 2011;
Glaser et al., 2017a). As an alternative, a comparison was carried out between the WRMS of
the post-fit residuals from the analysis of the real observations, and the ensemble mean of the
respective WRMS from the individual simulation runs. Accounting for the fact that the simu-
lated observations heavily rely on real weather data (ERADS), the good agreement found suggests
an appropriate driving noise for the different stochastic processes, as well as a suitable determin-
istic model. Second, comparisons were carried out between the ensemble scatter of e.g., station
coordinates, and the uncertainty of station coordinates from the services” (IVS, ILRS, IGS, and
IDS) contribution to the latest ITRS realization, ITRF2014. The volume of the uncertainty
ellipsoid of the station coordinates from the simulated observations is typically slightly smaller
since there is a host of effects that are not yet fully understood in the analysis of real obser-
vations and consequently a number of “nuisance” parameters need to be set up, which are not
set up in FGST. Nevertheless, the comparison of VLBI simulations with the output of VIE_SIM
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of VieVSQGFZ (external validation), which has been used extensively for the simulations in the
framework of VGOS as well as for GGOS-SIM?5, indicates that its ensemble scatter is on par
with the ensemble scatter from FGST — after a bug fix in clock simulation module by B. Soja (the
ASD of the individual stochastic processes was larger by a factor of /2 ). This is an indicator
that the noise added to the observations by FGST, as well as the weighting scheme were realistic.
Moreover, the impact of e.g., erroneous meteorological observations and mapping functions on
residual atmospheric delays and station coordinates has been assessed by both VieVS@GFZ and
FGST, and the results were in excellent agreement.

Z6nttps://www.gfz-potsdam.de/en/section/space-geodetic-techniques/projects/ggos-sim/



3 Background on atmospheric signal
propagation

Given a moist air packet of barometric pressure P, density p, thermodynamic (absolute) tem-
perature T and water vapor mole fraction x,, the non-ideal equation of state (EOS) may be
expressed as (e.g., Picard et al., 2008)

o Pﬂ’fd 1 1 ﬂ’f-u 3 U 1)
r= g\~ ) (30.

where R is the molar gas constant, Z is the compressibility factor of moist air, and M, and
M, are the mole fraction of dry air and water vapor, respectively. The parameters P, p, T,
xy, and Z participating in (3.0.1) are in constant flux. The latitudinal contrast of solar heating
gives rise to poleward p gradients, that drive atmospheric circulation. P differences, ensuing the
different expansion rates of Earth’s geophysical fluids, induce atmospheric motion at a multitude
of spatiotemporal scales partly in the form of winds. By and large, the temporal evolution of
atmospheric conditions exerts three disturbing effects in space geodetic data analysis:

[J the signals emanating from quasars, navigation, retroreflector-carrying, or beacon-receiving
satellites, suffer refraction and delay that mainly depend upon the pressure, temperature
and water vapor distribution in the neutral atmosphere;

[0 the crust of the Earth undergoes loading deformation and the gravity vector is affected
following continuous mass redistribution (atmospheric and oceanic circulation, hydrological
cycle); and

O the vector of Earth’s rotation (spin axis direction and rotation rate) undergoes inter-
nal torques stemming from angular momentum exchange between solid Earth and the
fluid envelope thereof i.e., atmosphere, oceans, and the continental hydrosphere (e.g.,
Schindelegger et al., 2013).

Provided the underlying driving mechanisms are well understood, these effects can be accurately
reduced from geodetic observations, with the caveat that the state of the atmosphere is accurately
known. The latter cannot be inferred solely from meteorological observations at the surface of
the Earth owing to the highly volatile lapse rate of parameters such as water vapor density.
Currently, information on global atmospheric circulation is obtained by proper manipulation of
the state tensors that stem from the method of numerical weather prediction introduced almost
a century ago, thus constituting the so-called numerical weather models (NWMs). In essence,
NWNMs are software capable of solving a number of nonlinear differential equations (the so-called
primitive equations) that describe atmospheric circulation based on predefined boundary con-
ditions, suitable model parametrization, and of course weather observations. Therefore, NWMs
are an invaluable commodity for the conduct of the research carried out in the framework of
the current. For a comprehensive description of how the assimilation process is carried out by
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state-of-the-art NWNMs, the interested reader is referred to ECMWF (2017) and the numerous
references therein.

This chapter aims at providing the fundamental background on which the developments
presented in Chapter 4 and Chapter 5 build upon. Emphasis is placed on the troposphere, the
atmospheric layer that undergoes net radiative cooling and at the same time is being climatically
balanced by water vapor fluxes from Earth’s surface (Sherwood et al., 2010), because shortcom-
ings in modelling thereof e.g., the water cycle, pose a major roadblock to the determination
of geodetic parameters, owing to poor geophysical models. An introduction to NWMs is not
attempted. A general background on atmospheric composition may be found in Béhm et al.
(2013a) as well as the references therein. This chapter is organized as follows. Section 3.1 is
dedicated to signal propagation in the atmosphere. A Maxwellian (Sec. 3.1.1) derivation of the
eikonal equation (Sec. 3.1.2) is presented. The atmospheric range correction theory for radio and
optical space geodetic techniques in the electrically neutral atmosphere (Sec. 3.1.3) is reviewed.
Section 3.2 describes the ray-tracing algorithm utilized in this work, that is, Euler-Lagrange
equations corresponding to Fermat’s principle (Zus et al., 2012, 2014). Section. 3.3 describes
the approach developed here to homogenize meteorological parameters recorded in situ, in the
vicinity of SLR and VLBI stations, employing state-of-the-art NWNMs. In Sec. 3.3.1, a detailed
presentation of the reference meteorological series computation methodology takes place, intro-
ducing a non-ideal equation of state (compressibility factor included) as well as a rigorous scheme
to obtain the vertical component of the position operator of the NWM tensors. The merit of
the approach introduced is most apparent in the context of extracting meteorological parameters
at ridged topography. The methodology presented here is particularly useful not only to simu-
late atmospheric refraction effects, but to compose the mass anomalies induced by atmospheric
circulation (cf. Sec. 5.2). In Sec. 3.3.2 the results of the homogenization process applied to the
complete historical archive of in situ VLBI and SLR/LLR meteorological parameters is presented.
According to the results obtained here, a large number of meteorological sensors reported param-
eters that have a systematic bias, several jumps, and sometimes trends. For instance, a pressure
jump of 1.3hPa in the SLR data of Wettzell apparently introduces an erroneous velocity, and a
consistent =~ 2hPa pressure bias across the VLBA is probably responsible for discrepancies be-
tween global parameters estimated from the analysis of the IVS and the VLBA VLBI network.
Moreover, the barometric pressure time series recorded in the vicinity of several VLBA stations
(see for example KP-VLBA, LA-VLBA, and NC-VLBA) as well as other IVS stations (see for example
MATERA) experience positive trends. These trends are in disagreement (within confidence level
0.99) with the pressure trends derived from ECMWF (operational analysis, ERA-Interim, and
ERABJ), as well as GMAO models (MERRAZ2).

3.1 Wave propagation through Earth’s atmosphere

For a comprehensive review of signal propagation in the electrically neutral atmosphere and the
ionosphere from a geodetic viewpoint, the interested reader is referred to Nilsson et al. (2013)
and Alizadeh et al. (2013), respectively, as well as the numerous references therein.

3.1.1 Maxwell’s equations

The electromagnetic radiation field employed by space geodetic techniques to measure the dis-
tance between transmitter and receiver is distorted as it interacts with atmospheric matter. The
effect of electromagnetic radiation on material objects is described by the electric vector E, the
magnetic induction B, the electric current density j, the electric displacement D, and the mag-
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netic vector H. Maxwell’s equations connect these vectors as well as the space-time derivatives
thereof (e.g., Born and Wolf, 1999)

VD =4rp (Gauss’ law for electric fields),
V:-B=0 (Gauss’ law for magnetic fields),
10B
VxE + parr 0 (Faraday’s law of induction), and (3.1.1)

10D Arw .
VxH-—- —=j— (Ampére’s law),
¢ ot ¢
where p is the electric charge density and ¢ = \/#W' is the speed of light in vacuum. The relations
(3.1.1) are supplemented by the constitutive relations that have a simple form for an isotropic
medinm

J=0E,
D=:E+P, (3.1.2)
B = poH + M,

where o is the specific conductivity, g is the vacuum electric permitivity, P is the polarization,
Jo 18 the vacuum magnetic permeability, and M describes magnetization. Due to the fact that in
the atmosphere (static, linear, non-conducting and isotropic medium) p =0, M = 0, P = 0 and
Jj 1s negligibly small, employing the constitutive relations Maxwell’s equations can be rewritten

V.E =0, (3.1.3)

V.H =0, (3.1.4)
OH

V xE = _%E’ (3.1.5)

cJE ,

where ¢ is the permitivity and g is the permeability of the medium. To derive the wave equation,
first (3.1.5) and (3.1.6) are differentiated with respect to time. The fact that V x (Vx) =
V(V)—Aand VT = ¢V x T+ (V) x T, where ¢ any scalar and T any vector, is employed. After
some manipulation, and assuming a homogeneous medinum (¢ and g do not vary considerably
over space and time) the standard equations for electromagnetic waves being propagated with
phase velocity v = \/%T' are obtained

enO®E
AE — 6_265—22 0, and _
07 (3.1.7)
AH - — =0
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Employing Maxwell’s formula, the phase velocity is related to the light velocity in vacuum via
the absolute refraction index n

n

=]

(3.1.8)

Assuming that local dispersion is very small and linear, the group velocity is related to the
phase velocity via Rayleigh’s formula

v
'Ug =v+ kﬁ‘ (319)

C
and the group refraction index (n, = 11_) reads
Y
on
g = U + k%’ (3‘1.10)

where w = zf—" denotes the angular frequency of the propagating wave.

Due to p practically being unity, Maxwell’s relation reduces to n? = ¢,, where ¢, = ;—D is
the relative dielectric constant or permitivity. By and large, ¢, is a radiation frequency function,
what constitutes the effect of dispersion. In the absence of dispersion (e.g., troposphere), the
phase velocity coincides with the group velocity. Moreover, as phase velocity has no physical

significance, it is possible that v > ¢ e.g., in regions of anomalous dispersion.

3.1.2 The eikonal equation

Assuming a (nearly) plane wave i.e., many A away from the source of radiation, the general
time-harmonic field is expressed (e.g., Born and Wolf, 1999 )

E(x, f,t) = ec'™5 2710 and  H(x, f,t) = he/(Fo§-27/), (3.1.11)

where S(x, f) denotes the so-called eikonal (or optical path length), e(x, f) and h(x, f) are weak
functions of position x, and kg is the wave number in vacuum. If monochromatic radiation
is considered, as well as that ¢ does not vary appreciably over the radiation wavelength, the
Helmholtz equation holds: (A + k'z) E = 0. Replacing the wave number (wave vector k = k§
norm, where § denotes the direction of the wave) in the medium with the respective in vacuum,
k = kgn, leads to

AE + kin? (x, fYE = 0. (3.1.12)

To solve the latter, (3.1.11) and (3.1.12) are combined. After simple manipulations, for the case
of a high-frequency wave propagating through a slowly varying medium (A — 0 and Ve — 0) it
is (e.g., Wheelon, 2001)

. . vSs VS
2 —_ 2 —
IVS|5 =n" < w = TVoly (3.1.13)

and 2VeVS 4+ eAS = 0. The relation (3.1.13) is the eikonal equation, a non-linear Hamilton-
Jacobi partial differential equation, that provides the fundamental setting of geometrical optics.
Rays propagate in the direction of V.5 and are normal to surfaces comprising of points of equal
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eikonal (S = constant), the geometrical wavefronts. The right part of (3.1.13) is the direction of
the time-averaged Poynting vector. Employing the latter, the rays in terms of the eikonal can
be expressed by: n(x, f)dx = VS(x, f)ds, where ds is the ordinary line element in Euclidean
space.

Herein the geometrical optics principle is adopted, thus, the propagation of an electromag-
netic waves is described by the propagation of a ray. The geometrical optics approximation yields
an approximate solution to (3.1.1) and (3.1.13), disregarding diffraction, turbulence, interference
and extinction (absorption and scattering) effects. The applicability of geometrical optics is
subject to the following heuristic conditions (e.g., Kravtsov and Orlov, 1981; Wijaya, 2010):

O the macroscopic parameters of the medium (such as the mass density and the refraction in-
dex) as well as the traits of the wave (phase gradient, amplitude) must not vary appreciably
over the cross-section of the first Fresnel volume;

O the phase difference between rays arriving/emanating at /to the same point must exceed 7;
and

O the wavelength must be substantially smaller than the inner scale of turbulence, that is
A— 0.

The ray approximations suggests that the optical path length from source to receiver is
exactly the same to the OPL from receiver to the signal source (reversibility principle).

So, integrating (3.1.13) over the ray path between e.g., a satellite & and a ground receiver 3
vields the optical path length (hereinafter OPL) between the points

8
R=S3-5,= jn(x,f) ds, (3.1.14)

[e3

which constitutes the main observable in techniques such as GNSS and SLR.

Accepting the premise of geometrical optics, light travels in straight lines only in a perfectly
uniform medium, like the vacuum. In an inhomogeneous medium the ray bends towards increas-
ing refraction index. The evolution of the ray trajectory described by the eikonal constitutes the
so-called ray-tracing procedure (cf. Sec. 3.2).

3.1.3 Propagation through the electrically neutral atmosphere

In this section the method for treating the propagation effect on signals traversing the electrically
neutral atmosphere in a non-turbulent framework is reviewed. The atmospheric propagation ef-
fect that consists of dispersion and refraction, delays the propagation of a signal along a bent
trajectory. The related delay in a dispersive medium can theoretically be mitigated by a multi-
frequency combination (e.g., Guier and Weiffenbach, 1960). All developments carried out here
in this context presuppose that the response of the atmosphere as a medium to the radiation em-
ployed by space geodetic techniques is described by macroscopic parameters such as the refraction
index.

Since for space geodetic techniques operating in the microwave band (e.g., VLBI, GNSS,
and DORIS) the ionosphere is a dispersive medium, the ionospheric advance can be effectively
eliminated (more than 99 % of the effect) by utilizing measurements at two frequencies. The
combination of signals at more frequencies facilitates the treatment of higher order terms (2.3.5).
Ionospheric refraction for radio waves is addressed in Sec. 4.1.5.
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In the absence of dispersion (%% = (), propagation delay effects must be treated by other
means (e.g., modelling or estimation). Usually, in microwave-based systems (VLBI, GNSS, and
DORIS) the largest (climate-driven) portion of atmospheric delay is modelled, and weather-
dependent delay fluctuations are estimated as PWLFs or random walk processes based on the
geodetic measurements.

For techniques utilizing optical frequencies (e.g., SLR or LLR), the electrically neutral atmo-
sphere is a dispersive medium. Unfortunately, owing to low return rates from high orbiting satel-
lites (e.g., LAGEOS and Etalon), and to satellite signature effects from low Earth orbiters (e.g.,
GRACE and GOCE), adopting a two-color reduction methodology (e.g., Wijaya and Brunner,
2011) is not practicable to mitigate the tropospheric delay because the noise is prohibitively
amplified. Since the relatively poor observation geometry hinders the estimation of atmospheric
delay parameters — a standard procedure for microwave-based techniques — the delay laser
ranges suffer is customarily modelled.

Therefore, as dispersion cannot be exploited to eschew modelling, the tropospheric delay is
treated in a similar manner for all techniques, taking into consideration the fact that the refraction
indices differ as a function of frequency. Under the assumption that the total atmospheric
density is zero, that is in vacuum, and the signal under consideration is not prone to other effects
e.g., induced by the ionosphere and the solar plasma, the refractive index is an all-ones tensor
n(x, fi) = Jnlatnlonnlev. and the relevant optical path length (OPL) is reduced to the chord
distance between receiver (x;) and satellite (x3): p = [ dso = ||xi — xj||2. Nevertheless, space
geodetic observations are always contingent on atmospheric and ionospheric refraction effects,
hence the measurements are always larger than p.

Since refraction effects are largely systematic, to properly adjust space geodetic observations
to estimate e.g., X, x3, or EOPs, for the adjustment p is sought instead. The difference between
the measured ranges and p constitute the atmospheric propagation delay

datm = /ﬂ.(x,j}_) ds; — / ds, = (/ n(x, fi) ds; —/ ng‘) - (/ ds; — / dso) . (3.1.15)

where f ds; is the geometric length of the optical path, ds; denotes the ray-trajectory’s line
element, and ds, denotes the chord’s line element. In essence, the variable refraction index
induces delay along the OPL (15" term of (3.1.15)), and ray-bending (2" term of (3.1.15)). Due
to the fact that in Earth’s electrically neutral atmosphere it is n — 1 — = 0.0003 (0.0003) for
the hydrostatic and ~ 0.00004 (0.0000008) for the non-hydrostatic part for microwave (optical)
frequencies at the surface— the group refractivity N is used instead

N =10%(n —1). (3.1.16)

So, the effect of atmospheric refraction on ranges can be alternatively written as follows
Aot = IO_G/N(x,)‘}-) ds; — p. (3.1.17)

Since the advent of space geodesy, a large number of expressions for the refractivity of
moist air at microwave frequency bands has been employed in an attempt to model atmospheric
refraction. The ansatz of the vast majority thereof follows the form

Py Pi\ P, P, .
N = (k1?+ k4ﬁ) Zyt+ (k-z%-l- fi‘-S%) Zy' (3.1.18)
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where T is the absolute temperature, Py and P, denote the partial pressures for dry air and
water vapor, Z_ and Z_! denote the inverse of the respective compressibility factors that
are calculated b} virtue of (3.3.5) and (3.3.6). In almost all cases, the k4 term is not retained.
Employing the EOS (3.0.1), the refractivity may berecasted as a function of atmospheric densities
in lien of partial pressures and temperature

P,
N = kiRipa + koRuwpu + ksl — (3.1.19)

where the coefficients &; are the so-called refractivity constants that are usually derived from
experimental values and are independent of frequency.

Both (3.1.18) and (3.1.19) are implicitly decomposed to dry (terms multiplied by Py or p)
and wet (terms multiplied by P, or p,) refractivity (N; and Ny, respectively). However, the
distinction between hydrostatic and non-hydrostatic is advantageous for it offers a distinction
between the contribution of gases the behaviour of which abides by the hydrostatic equilibrium.
Therefore, assuming that the moist air behaves as an ideal gas, the refractivity is reformulated
as follows

P P,

N—RP+k + k3 —s
T, 2T T

(3.1.20)
i)

1 Ry
N = k1 Rypt + k3 Ry puw (?4- fi‘-5) ks =kt (fiz —k1—

where the 15" term denotes the hydrostatic component (Ny), and the sum of the 2°d and 37
component denote the non-hydrostatic component (N,p).

The expressions presented in (3.1.20) are equivalent to (3.1.18) and (3.1.19), should the total
delay be used in the reduction of geodetic ranges.

The most important refractivity expressions for radio wavelengths follow:

0 SW53 (Smith and Weintraub, 1953 ):

77 6 P/w P 5 P'w
N = T P+ 4810T —776T+373 10 il (3.1.21)
O TH74 (Thayer, 1974):
P, Py - P2,
N = 77.6?‘12(;1 + 64.8%21;1 + 3.776 - 10° "”T;” , (3.1.22)
where Zﬂ!_1 and Z,,! are given by (3.3.5).
O HS75 (Hasegawa and Stokesberry, 1975):
Py Py 5Pw
N =TT 6T+69 4T+ 3.701 - 10 i} (3.1.23)

0 BE94 (Bevis et al., 1994):

P, Py 5Pw
N =1T77. 6?+70 4?+ 3.739 - 10 el (3.1.24)
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0 FO99 (Foelsche, 1999):

N = 7765£+6 99P—+3777 105P"” (3.1.25)
= TT0h 7 + 099 T2 e
0 RU02 (Rieger, 2002):
Pd Pw § [ Pw .
N = 77.6800— + 71.2052— + 3.75463 - 10° — (3.1.26)

T T T2

O AL11 (Aparicio and Laroche, 2011):

106
N=Ng|1+ 5 -No

0.069(273.15 — T) 6385.886(273.15 — T)
pa + | 6701.605 + Puos

N, = | 222.682
) ( + T T

(3.1.27)

where p; and p,, are the atmospheric densities for moistless air and water vapor, respec-
tively.

The disadvantage of all aforementioned refractivity expressions in the fashion of (3.1.18) lies in
the fact that (i) the nonlinear dependence of atmospheric densities on refractivity is overlooked
(usually below 0.04 mmkm '), (ii) the definition of the partial pressures F; and P, within a non-
ideal moist air mixture is ambiguous thus leading to an intrinsic error stemming from multiple
representations thereof, and (iii) the non-ideal moist air behavior is either disregarded altogether
or described inadequately (e.g., Aparicio and Laroche, 2011).

Conversely, for group refractivity at visible and near-infrared frequencies (SLR/LLR mea-
surements) there is not such a large variety of models, as it is not exited by the permanent
dipole moment of water vapor molecules as efficiently as by microwave radiation. The refrac-
tivity for lasers is calculated employing Ciddor (1996); Ciddor and Hill (1999), as presented in
Mendes and Pavlis (2004 ); Hulley and Pavlis (2007)

KL\ ZgRq (P — (1 —€)Py) = KLefu(N)ZgPuw + KL fan(N) ZuwPu
N =Ny +N,, = T + 7T )

(3.1.28)

where Z, Z;, and Z,, are the compressibility factors for moist air, dry air, and pure water packets,
respectively, P denotes the total pressure, P, is the partial pressure of water vapor, and T is
the temperature. The wavelength-dependent dispersion formulas for the hydrostatic (f;) and
non-hydrostatic ( f,,5) component read

Er (kg + A2 ki (ko + A
fh(A) = 1072 ( IUL( - +/\ 2)2) BUE 2t )) ) CCOQE and (3.1.29)
0 — AT 2 —
Fan(N) = 0.003101 (wq + 3wt A2 + Swa A% + TU.T3/\_G) \ (3.1.30)

where A is the laser pulse wavelength. All other parameters in (3.1.28), (3.1.29), and (3.1.30) are
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Table 3.1.1: Optical refractivity constants (Ciddor, 1996; Ciddor and Hill, 1999).

Coefficient Value
Kf’ 0.823956 8K Pa !
K-} 0.724 760 0 K Pa~!
€ 0.622
ko 23R8.0185 pm_2
I54 19990.975 pm 2
ko 57.362 pm_2
k3 579.551 74 pm 2
wo 295.235
wy 2.6422 pm?
wWa —0.032 380 pm4
ws 0.004 028 pm6

constants that are provided in Table 3.1.1.

Having set the boundaries (receiver and transmitter), the atmospheric delay is computed by
employing N from (3.1.21) to (3.1.28) to evaluate (3.1.15). Aside from the fact that the delay
changes over direction and most notably over elevation, the magnitude of the delay is dependent
upon the refractivity of the moist air packets constituting the ray-trajectory. Hydrostatic refrac-
tivity NV, for microwave radiation (267 mmkm ! on average at Earth’s surface) is always smaller
than the optical Ny at the most widely used wavelength, that is A = 532 nm. Average optical
Nj, range from 260 mmkm ! for A = 1064 nm, to 334 mmkm~! for A = 355nm. On account
of the fact that lasers fail to excite the dipole component of the water vapor refractivity to the
extend that radio signals do, non-hydrostatic refractivity N, at radio frequencies (35 mm km !
on average) is much larger compared to N,,; at any optical wavelength (0.7-1.2mmkm '). An
elaborate treatise on the relation between delays induced by the atmosphere on signals of different
frequency is conducted in Sec. 4.4.

3.2 Ray-tracing

Owing to ray-bending, the elevation and azimuth angles of the signal arriving to the ground
station differ from the nadir angles of the signal transmitted from the satellite or quasar. To
estimate the apparent elevation and azimuth at the receiver as well as the ray trajectory of a
signal traversing the atmosphere, a numerical ray-tracing algorithm is necessary. Wijaya (2010)
presents a classical ray-tracing system and provides an extensive list of ray-tracing algorithms
developed by others.

In this work, ray-tracing was conducted employing a variational approach as it renders it
precise and efficacious, that is, well-suited for geodetic applications even with the multi-GNSS
constellation. This section succinectly describes the algorithm. The approach has been presented
in Zus et al. (2012, 2014) and implemented in the in-house GFZ direct numerical simulation
(DNS) software.

The approach followed here to find the ray-path is a generalization of geometric optics in full
rigor. It addresses the fundamental optimization problem of the calculus of variations; fastest
descent curve determination (ray-trajectory) between two points. Fermat’s principle of least
time of descent (or equivalently the shortest optical path) is adopted. Let (a,y(a),z(e)) and
(8,y(3),z(8)) be the two points (e.g., receiver and satellite respectively), expressed in a local
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orthonormal reference frame the direction of the x-axis of which is the chord, bounding the
curve the trajectory of which is sought (x,y(x), z(x)). The ordinary line element of the chord
(geometric path) in Euclidean space is

2 2!
. . o dy(x dz(x
ds = \/d:t:2 +dy? +dz? =, |1+ ( ‘1;(! )) - ( d(:t: )) dx, (3.2.1)

and its product with the refractive index yields the OPL element, d5. By virtue of (3.1.15),
employing (3.1.14) and (3.2.1) the propagation delay induced by the components of n e.g., moist
air, ionosphere, and solar plasma, is written as

dy dz
datm = /n(x, Yy, z)4 | 1+ (E) + (a) dr— 3+ a. (3.2.2)

¥

To calculate the ray-trajectory along which the travel time is minimized, the integrant must
satisfy the Euler-Lagrange equation for two coordinate components® The system (3.2.3) may be

recasted as
2 2
() () ) o) and
dx dzx =5 an

Py _1 (8_ M)
2 2
dy dz

dz?2 n
corresponding to the 3D ray-tracing. The ordinary 2" order differential equations (3.2.4) de-
scribe the optimal ray-trajectory. The posed non-linear boundary value problem is solved within
an implicit finite difference framework, utilizing the coordinates of the ray-trajectory endpoints
as explicit boundary conditions.

d?z 1 [On Ondz
de? n\ 0z Oxdx

To further enhance the efficiency of the ray-tracing system by an order of magnitude, based
on the fact that n is mainly a function of height is used, two assumptions are introduced:

dz
[0 out-of-azimuth-plane bending are not allowed, that is, T 0 (corresponding to the 2D
X

case);

O refractivity variations are not induced by latitude and longitude transposition that is,
ON ON
Dy O
These simplifications do not introduce statistically significant errors if a meso-§ scale NWM such

as ECMWTF operational analysis, ERA-Interim, or ERAJ is considered, because the uncertainty
of the underlying refractivity tensor and its position operator outweigh the uncertainty introduced

1

d af of d af of

dx dx
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by the ray-tracing algorithm (Zus et al., 2014). Both can be lifted, of course at the expense of
computation time.

3.3 Homogenization of meteorological series

Should the interest in analysing space geodetic data lie solely in station coordinates and EOPs,
the signal propagation delay induced by the non-zero atmospheric density tensor in electrically
neutral atmosphere (applies to VLBI, SLR, GNSS, and DORIS), and the antenna thermal defor-
mation (applies only VLBI) induced by local temperature fluctuations, constitute nuisance effects
that ought to be eliminated by means of accurate modelling at the observation equation level.
Any random errors that are not described in the reduced observations’ covariance matrix prop-
agate via the adjustment method of choice (cf. Sec, 2.5) in certain estimated parameter groups
(e.g., Heinkelmann et al., 2018; Balidakis et al., 2016). On the other hand, systematic errors such
as biases are usually absorbed by the estimated parameters — if small enough, at the expense of
estimation accuracy. In the analysis of microwave-based space geodetic observations zenith non-
hydrostatic delays d?, are estimated as corrections to a priori zenith hydrostatic delays di — and
occasionally the sum total of dj + d;, — calculated employing in situ meteorological data. On
account of inherent correlations between the station-specific residual tropospheric delay, clock
polynomial coefficients, and height coordinate component, it is imperative that any systematic
errors in the a priori zenith delays be mitigated. Similarly, the deformation of VLBI telescopes
under varying temperature conditions is highly correlated with the radial coordinate component.
Thus, erroneous pressure, temperature, or relative humidity records (necessary for the estimation
of d?,, cf. Askne and Nordius, 1987) induce spurious signals not only in the station coordinates
but in other parameters such as the ERP as well (e.g., Vey et al., 2009; Balidakis et al., 2016;
Heinkelmann et al., 2018; Balidakis et al., 2018c).

This section is dedicated to the homogenization of meteorological observations obtained by
dedicated sensors in the vicinity of geodetic sites. Pressure, temperature, and relative humidity
records from VLBI and SLR stations have been compared to several NWMs. A large number
of artificial offsets, trends, and drifts has been identified. Since a residual tropospheric delay is
usually estimated in radio techniques, the impact of erroneous a priori meteorological data is
ameliorated to an extend by the estimation of corresponding d;, that in turn lose their physical
meaning. Following (4.2.9), and since mf;, progressively differs from mf,, as ¢ — 0°, estimating
the remaining zenith atmospheric delay (non-hydrostatic part, theoretically) cannot fully com-
pensate impurities in the a priori d. This is the point where employing a total mapping function
is of some advantage, as the geodetic results are not affected by imprecise d; (Boehm et al.,
2006 ); notwithstanding, a shortcoming of this approach is that it fails to describe variations in
the atmospheric state at timescales of hours or shorter. However, in the analysis of laser ranges
no zenith delays are usually estimated, thus allowing errors in dj + d7, to propagate mainly
into the stations’ height. Thus, the treatment of inhomogeneities in SLR meteorological records
is more important, in absolute terms. While there have been several attempts to homogenize
VLBI meteorological data, this is the first time SLR/LLR meteorological records have been rig-
orously homogenized based on NWM data. VLBI and SLR related results have been presented
in Balidakis et al. (2018c) and Koenig et al. (2018), respectively.

The detection of factitious systematic effects in the recorded meteorological parameter time
series is a fairly difficult task as abrupt jumps e.g., in the pressure series take place on a weekly
basis. To facilitate the detection of behaviour that does not stem from weather variations,
differences (hereinafter anomalies) should be formed with respect to data sets the quality of which
is beyond dispute. Then, spurious effects in the recursive average of the anomalies are indicative
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of inhomogeneities. Usually, the data of multiple neighbouring stations are used for this task
(e.g., Alexandersson, 1986). Nevertheless, this approach requires a very dense global network of
well-maintained meteorological stations, and thus serves ill the homogenization of meteorological
geodetic stations. To this end, in this work the anomalies were formed by differencing in situ
observations with the output of state-of-the-art NWMs. This gives rise to the following issue:
say that in the time series of the differences (in situ minus NWM) a jump appears; where should
the jump be attributed?

To addresses this issue, several state-of-the-art NWNMs were utilized in this thesis in lieu of
a single, namely ECMWF'’s operational analysis (ECMWFop), ERA Interim, ERA5, NCEPre2,
NCEP-DOE AMIP-II, MERRA, MERRA2? and JRA-55. Some of these models are better suited
for homogenization purposes than others, that is, reanalysis models should be preferred over
operational ones. For instance, the introduction of a new type of observations may introduce a
bias in some or all NWM parameters. On the other hand, while reanalysis products are more
robust they have a latency that is prohibitive for operational work. Therefore, for the quality
check of data in the framework of the IVS tropospheric combination centre? ECMWFop is used,
and for past observations models such as ERA Interim and MERRA2 (Balidakis et al., 2018¢).

There is a large variety of approaches to detect breakpoints in time series, as well as the
significance thereof. Some of the most widely used tools include: singular spectrum analysis (e.g.,
Alshawaf et al., 2017), the least absolute shrinkage and selection operator (Tibshirani, 1996 ), the
penalized maximal t-test (e.g., Wang et al., 2007), and the Mann-Whitney-Wilcoxon and Pettitt-
Mann-Whitney tests (e.g., Lanzante, 1996). While utilizing reference time series facilitates the
detection of artificial temporal patterns, there exist methods that perform the change point
detection without a reference (e.g., Killick et al., 2012). However, as such algorithms demand
a uniform logging interval their applicability is fairly limited in VLBI and SLR data. From
the aforementioned methods, the LASSO (Balidakis et al., 2015b; Bertin et al., 2017) and the
penalized maximal t-test (Balidakis et al., 2016, 2018c) have been used in this work.

In point of fact, no matter how sophisticated the method, an experienced eyeball is the
best at discerning temporal patterns (e.g., Blewitt et al., 2016). To this end, time series-specific
parameters are used for the detection of inhomogeneities.

3.3.1 Reference meteorological series

This section describes the method followed here for obtaining meteorological data from NWNMs,
suitable for homogenizing in situ records. All physical geodesy formulas necessary to do so
that are provided in this section were retrieved from Hofmann-Wellenhof and Moritz (2006 );
Arabelos and Tziavos (2007).

To homogenize in situ barometric pressure, air temperature, and relative humidity series,
these parameters need to be extracted from the NWM of choice. To obtain the corresponding
parameters from the NWM data, there are two approaches: (i) to utilize only surface NWM
fields and then extrapolate at the height of interest, and (ii) to utilize 3D NWM fields to render
the vertical interpolation more precise.

In the first approach, the reference series are formed based on surface fields (2D). In this
case, surface pressure, 2m temperature, 2m dewpoint temperature, and surface geopotential
are necessary. Due to the fairly gentle temperature lapse rate (~ 6.5°Ckm '), one can safely
consider that the 2m temperature corresponds to the surface of the model. Employing the

?Modern-Era Retrospective Analysis for Research and Applications, version 2 (Gelaro et al., 2017).
*http://media.gfz-potsdam.de/gfz/secll/projects/tropospheric_combination_centre/
Balidakis_IVS_tropo_combi.pdf
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skin temperature instead would be a mistake. After obtaining the relevant parameters for the
horizontal position of the station of interest, a height adjustment must take place as due to
the finite representativeness of any NWM, there will always be differences between the actual
height of the station and the altitude to which the surface parameters of the model refer to.
Past the so-called height interpolation, a horizontal interpolation takes place. Following the
August-Roche-Magnus approximation, the relative humidity reads (e.g., Béhm et al., 2013a)

176257  _17.625T

RH = 100e 243.04+7y  243.044T (3‘3.1)

The surface data approach yields reasonable results only when the height difference between the
station and the orography of the model is small (e.g., below 500 m). Should the interest lie solely
in breakpoint detection, the aforementioned procedure suffices. Nevertheless, in the presence
of large height discrepancies significant biases might be introduced in the derived parameters,
especially in the pressure and relative humidity series.

In the second approach, the reference series are formed employing NWM parameters on
several model (o-pressure coordinates) or pressure levels. The choice to work with model levels
in lien of pressure levels was deliberate as (i) ECMWF data are originally produced on model
levels and at the surface, (ii) the transformation to pressure levels introduces a deterioration in
vertical resolution, and (iii) the use of model levels addresses the known issue of discontinuities
(induced by surface features) by introducing atmospheric levels that follow the contours of the
surface of the Earth in the lower troposphere. In particular, the tensor of temperature and
specific humidity are necessary in addition to the surface pressure and surface geopotential.
To enhance the computational efficiency, if there is no interest in integrated quantities such as
integrated water vapor, not all levels need to be loaded (e.g., only the 20 lowermost model levels
in ERA Interim). Other than the temperature tensor, pressure and relative humidity at different
heights are derived quantities. For NWMs published by ECMWTF, the following procedure based
on Simmons and Burridge (1981); ECMWE (2017) was followed. First, the pressure tensor P is
computed level-wise

=

kmaa:r (3‘3.2)

where the subscript & denotes parameters at full-levels, the subscript & + % denotes parameters
at layer interfaces, the subscript s denotes surface parameters, and k.. denotes the number
of levels. The parameters A, L and B, L are constant coefficients defining the vertical finite-
element scheme of the model.

Second, the geopotential tensor @ is computed level-wise based on the hydrostatic equation

kmaz P 1
+=
Df = 0, + Z Rq(Ty); In (PJ 2) + o Ry (Ty)y,
j=k+1 i3
In 2, for k=1 (3:3:3)

vy = P__l P, 1

g l_P _k'jD ln(PH%), for k >1
Rl T L 1

where T, is the virtual temperature.
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Figure 3.3.1: Compressibility factor calculated following (3.3.6), employing ERA Interim at 2017,/04 /24
00 UTC.

In the EOS, T, is a thermodynamic variable that explains both the moisture and the com-
pressibility. T, is capable of absorbing local gas constant fluctuations that stem from the different
molecular weight of moistless air and water vapor (Aparicio et al., 2009). The non-ideal virtual
temperature is

T,=T (1 i (R— - 1) Q) 7 (3.3.4)

d

where € is the specific humidity. Utilizing such an expression for T,,, a parcel of moist air with
temperature T can be safely treated as moistless with temperature T,.

Z describes the departure of the atmospheric constituents’ behaviour from that of an ideal gas
(Z = 1) e.g., finite size of molecules and intermolecular attraction (cf. Fig. 3.3.1). Within Earth’s
atmosphere these corrections (Van der Waals) do not exceed 0.35 % under normal conditions
(cf. Fig. 3.3.2), but have non-negligible effects since omission thereof leads to a decrease of the
computed refractivity and consequently the atmospheric delays (Z < 1) (Aparicio et al., 2009;
Healy, 2011). The most widely used expressions were presented by Owens (1967), who performed
a least-squares polynomial curve fitting to thermodynamic data

L ) . 052 ot
Z; =1+ F; 5790 x 10 1+ —9.4611 x 10— | ,
T 72 .
(3.3.5)

Z.l=1+ 1650% (1 —0.01317t +1.75 x 10 *¢% 4 1.44 x 10 5¢3) .

Due to the fact that these formulas describe moistless air and airless water vapor devia-
tions, and Z is related to the interactions between the mixture’s molecules, Z; L and Z Lat
least theoretically are not applicable individually to the constituents of the moist air mixture
(Aparicio and Laroche, 2011). Whilst Z, I can be safely applied to represent the dry air frac-
tion of moist air, Z,' is not an accurate choice as water vapor molecules in the atmosphere are
most likely surrounded by dry-air molecules (Aparicio and Laroche, 2011). For this, a different
expression was adopted featuring a compressibility factor derived from the virial coefficients of
moist air, that treats moistless air as a pure gas and accounts for the cross interactions between
air and water. Following Picard et al. (2008), the compressibility reads

P 2 2 B® 2 s
Fi="T— oL (a0 + a1t + ast® + (bo + b1t) Ty + (co + c1t) x3) + 2 (d 4 exy) (3.3.6)
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Figure 3.3.2: Compressibility factor (unitless) as a function of temperature and pressure for the extreme
cases of dry air (left) and water-vapor-saturated air (right)

where the mole fraction of water vapor z, is calculated by

fPS'U

Ty = RH 2

(3.3.7)

where the relative humidity* RH € [0,1], the vapor pressure at saturation Ps, (using Teten’s
formula) and the enhancement factor (fugacity) f are obtained by

R,
PQR_
RH = - d
(1 + (R—”— 1) Q) Py,
o
ol —3-T_T‘
Py = PY = ae™ 727 for T > Tj (3.3.8)
s T-T:
Py, = Py, = P;'v = ':*'160[3 Treg for T < T;

| (r-1\
Ps'v = P;w + (P;,':J — P;’u) T’3—T y for T € [’I";‘Tﬂ
3 T 4y

f=a+ BP +~t%,

employing the coefficients tabulated in Table 3.3.1. This expression is robust and properly
behaved over a broad range of conditions over the meteorologically relevant spectrum of pressure,
temperature and humidity (Healy, 2011). At this point it should be noted that moist air is less
ideal as it becomes colder or denser, and when it becomes moister®, that renders polar regions and
the tropical troposphere particularly prone to inaccuracies when adopting an ideal gas equation
of state.

Including Z in the equation of state (EOS) reduces the height of model levels, since Z < 1
(cf. Fig. 3.3.2). Thus, quantities such as the zenith delay and the integrated water vapor will

4RH is assumed to be constant beyond the bounds of the NWM.

5This feature is relevant only for warm air as cold air can hold but a small amount of moisture before it gets
saturated.
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always appear to be slightly larger should the compressibility be neglected. Disregarding Z also
introduces biases to all parameters derived from interpolation to the model levels e.g., P and
T. On the other hand, if Z is applied solely to the refractivity operator, the zenith delays will
always be slightly smaller. To avoid such modelling biases, compressibility should be applied to
both the refractivity and the position operator.
In a generic NWM system such as those

run by ECMWEF and GMAO (Global Model- Table 3.3.1: Constants for the moist air compress-
ing and Assimilation Office), the vertical coor- ibility factor expression.

dinate at any given node is a hybrid quantity,

strongly linked to pressure. Altitude, which is Coefficient Value
of great interest in this work, is a derived quan- T3 273&6? K
tity. NWDMs provide the means to compute Ti _250‘16 K
directly dynamic (or geopotential) heights H? 0'110 6.1121 P?’
whereas for geodetic applications such as ray- 0'3_ 17.505
tracing (cf. Sec. 3.2) either ellipsoidal or ortho- Otzf 32.19K
metric heights are necessary. H? have purely a3 22.587
physical meaning%; it is the difference in po- o —OE;TOIE
tential between the point of interest and its A 1.237 8847 x 10__2 K_l
projection on the geoid along the plumb line, B —1.9121316 x 107" K~
in distance units. The transformation between ¢ 33.9371 1247
H? and ellipsoidal heights h is not straightfor- D —6.3431645 x 10~ _K
ward. Given the geopotential number ® (the @ léOOOE?
local gravity potential difference between the p 314 % 10° rPEL_2
geoid and the point of interest), it is R 2.67 x 10_3 K=
A 1.2378847 x 10 2 K2
. @ A 1.2378847 x 10 2 K2
B =5 (3.3.9) ag 1.58123 x 106 K Pa~!
0 @ ~2.9331 x 10 8 Pa~!
where the scale factor 43> is the normal gravi- a 1.1043 x 10 19K 1 pa!
tational acceleration (3.3.12) on the surface of bo 5.707 x 10 5K Pa~!
the ellipsoid at ¢ = 45°. In most NWMs, in b1 ~2.051 x 10 % Pa~!
lien of 45° a WMO-defined constant is adopted co 1.9898 x 10 *K Pa !
(go = 9.806 65 m s 1).The value of go must not 1 ~2.376 x 10 5Pa!
change within a vertical datum (Jekeli, 2016). d 1.83 x 10711 K? Pa—2
The lack of an explicit geometric interpre- e —0.765 x 10 ¥ K? Pa 2
tation in the H? poses a problem for practical
applications. To overcome this, the normal
heights are employed
HN = % (3.3.10)

where ¥ denotes the average normal gravity along the normal plumb line. The connection to the
ellipsoidal height system is provided by

h=HY +¢, (3.3.11)

where ¢ is the height anomaly that can be retrieved from geopotential models. In this work,

SCiven H %1 = H dp.z, water flows from Py to P3. This does not always hold for H™.
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¢ from Forste et al. (2014) was used. This expression is preferable to employing geoid undula-
tions for no implicit assumption regarding the mass density of the orography is made. For the
aforementioned expressions, the normal gravity has to be calculated accurately.

Due to Earth’s dominant polar flattening and the near symmetry about the equator, any
meridional section is closer to an ellipse than a circle. Assuming a normal gravity field, an
ellipsoidal gravity field is composed of gravitation and centrifugal acceleration. It is based upon
a level biaxial ellipsoid of revolution of total mass M, angular velocity w, semi-major axis a,
geometrical flattening factor f, and its own gravity field. According to the Stokes-Poincaré
theorem, such a gravity field is uniquely defined in the space exterior to the ellipsoid employing
the linearly independent parameters a, f, M and w, and is described by the normal potential
U(x). Note that with the exception of the level ellipsoid, no other spheropotential surface
(U(x) = constant) is of ellipsoidal shape.

The relationship between the normal gravity vector and its potential is simply v = VU. The
component of v perpendicular to the spheropotential surfaces, which embodies its magnitude, at
the surface of the level ellipsoid (h = 0) is given by Somigliana (1929)

(3.3.12)

aye cos® () + bypsin®(p)
Yo = 2(

Va2 cos + b2 sin’(¢)

where 7. and 7, are the normal gravity at the equator and poles, respectively. They are given
by

= G 1 me’do d 3.3.13
TR ) ™ (3:3.13)
_eM( me'do 3.3.14
T\ T TS ) (33.14)
where GM is the geocentric gravitational constant, and
_ 1 3 tan ' (e’ ’ 3.3.15
1=3 1-|-i 1 lt e -1 3.3.16)
QO - el.r'z - el.r an (E’- - 4 ( A
1—f
2 3 .
m=wia-mm (3.3.17)
and the second eccentricity is given by
¢ = GT (3.3.18)

where b is the semi-minor axis. Assuming relatively small altitudes, h < a, normal gravity can
be expanded into a Taylor series in terms of i

oy

2
ot 3 dh, - (3.3.19)

rT(H‘gr hf) =0 +
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The first partial derivative may be obtained employing Bruns’ formula’, and the second from
the spherical approximation of the normal gravity field (y = GMr~?), omitting f and e’. Thus,
considering both gravitation and acceleration due to the rotation of the Earth-centered, Earth-
fixed terrestrial reference system, the normal gravity of an ellipsoid of revolution in equilibrium
may be approximated by

2 . 3 .
(e k) =0 (1 - 5(1 + f+m —2fsin*(p)) h+ ?iﬁ) . (3.3.20)

For enhanced accuracy and to avoid spurious systematics e.g., in the delay gradient vector orthog-
onal components, the gravity anomalies must be considered as well. Neglecting the inclusion of
gravity anomalies at this point is responsible for spurious spatial features over regions with steep
gravity anomaly gradients e.g., Marianas Trench visible in Fig. 3 & Fig. 4 of Landskron and Béhm
(2018a) but not in Fig. 6 of Balidakis et al. (2018c¢).

While this expression holds near the surface of the ellipsoid, it is not sufficiently accurate
to be applied to the entire atmosphere. Adopting it for altitudes at the spanning to e.g., the
uppermost ERAS model level (= 83km), yields relative errors in the position operator at the
km-level.

To treat this shortcoming in terms of accurate HV computation, given ®, (3.3.10) needs to
hold. Performing a couple of iterations on

® = H"(p, HY), (3.3.21)

commencing from HY = H% = ®/y(p, H?) leads to convergence at the sub-mm level. To speed
up the procedure, here this process is initiated from the lower model level to the uppermost,
employing the estimates for H™Y and v from the previous (lower) model level.

Ergo, the ellipsoidal height A of the geopotential ® stemming from the dynamic height H?
of a NWM and the height anomaly ¢ from a geopotential model reads (3.3.11):

h= jZRT'” dP = ® +¢ (3.3.22)
goP Y, HN) ™ o

where ® varies in 4 dimensions (3D space and time), + varies in 3 (3D space), and ¢ only
horizontally (2D).

If the aforementioned procedure is not adopted, relative height errors at the upper model
levels exceed 2km. For the investigations carried out in this work, height anomalies (and geoid
undulations) as well as gravity anomalies were obtained from EIGEN-6C4 (Forste et al., 2014 )
via spherical harmonic synthesis of full degree and order.

In this work, the reference meteorological series were always formed employing NWM data
at the model levels. While this approach is computationally expensive compared to performing
extrapolations from the surface of the model, the reference series are free of the extrapolation-
induced bias. Figure 3.3.5 shows the offset in the meteorological parameters of interest as a
function of height difference between the orography of ERA Interim and all VLBI geodetic
markers. For all points that lie within the vertical bounds of the NWM, the model level approach
is more precise. Due to the fact that the vertical distance between the model levels of meso-

"Bruns’ formula relates the vertical gravity gradient with the mean curvature of spherodynamic surfaces. Applied
to the normal gravity field, it reads: %{7 = —2v.Jp—2w?, where Jy (¢) denotes the mean curvature of the ellipsoid
(e.g., Arabelos and Tziavos, 2007).
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Figure 3.3.3: Barometric pressure series from the surface fields of ECMWFop, ERAin, NCEPre2,
MERRA, MERRA2 and JRA-55 at Badary, Russia (left) and Zelenchukskaya, Russia (right). The tem-
poral resolution is 6 h for all models except for MERRA2 (1h).
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Figure 3.3.4: Barometric pressure series from the model levels (ML) and the surface fields (SFC) of
ECMWFop and ERAin at Badary, Russia (left) and Zelenchukskaya, Russia (right).

NWDMs such as ERADS is below 30m for the lowermost pair of levels and increases logarithmically
to 6km at the altitude of 80 km, it allows for an interpolation where the nodes involved are always
fairly close. For instance, owing to the VLBI station at KKokee Park (Kauai) being located more
than 1100 m above ERA Interim’s orography, extrapolating e.g., pressure vields a bias that will
subsequently manifest mainly into the height coordinate component. For stations that are below
the orography of the NWM of choice e.g., Badary, Russia, employing the model level approach
is not as effective but still yields considerably better results as the lapse rate of the parameter at
hand is determined more accurately. However, in cases where the point of interest lies more than
several hundred meters below the orography, it is better to obtain the related value by expanding
the relevant meteorological field (or profile) into a B-spline function basis (Schonberg, 1946). This
approach is preferable to extrapolating assuming the lapse rate between the lowermost model
level and the model’s orography due to the fact that the lapse rate near the surface experiences
large spatio-temporal variations and it is derived by differencing values at altitudes that are
typically 10-50m. Moreover, employing a scheme involving multiple model levels to obtain
meteorological parameters renders the time series not susceptible to changes stemming from the
utilization of a better resolved orography during the NWM generation process (cf. Fig. 3.3.3 and
Fig, 3.3.4).

The approach outlined thus far for obtaining meteorological parameters compatible with
those recorded in situ is extended for the calculation of parameters that refer to an altitude
more appropriate than the surface. This is instrumental in the development of a state-of-the-art
atmospheric pressure loading model (cf. Sec. 5.2), and in particular for the calculation of the
mass anomaly fields.
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Figure 3.3.5: Barometric pressure (left), air temperature (middle) and relative humidity (right) bias
stemming from the extraction approach: from the surface fields (ERAin) and exactly at the reference
height of the each VLBI station, from the model levels (VLBI).

In most NWNMs, geopotential numbers are archived in spectral space, similar to gravity field
models, thus rendering sharp spatial orographic gradients unresolvable. For the calculation of
the near-field environmental contribution to geophysical loading displacement, a grid with a
granularity much higher than the one of the model is required. This necessitates to orography-
adjust the related fields prior to further considerations. To this end, a new orography was
generated by fusing ETOPO1 (Amante and Eakins, 2009) and the latest orography of ECMWF;
the former was imposed over the land grid nodes according to an equiangular 0.125° land-sea
mask® (ECMWF, 2016).

Projecting meteorological parameters on a time-invariant orography allows for the generation
of jump-free NWM data driven models (e.g., atmospheric delay and geophysical loading), even if
the data by which these models are excited experience resolution changes. For example, over the
last years five major spatial resolution changes took place in the integrated forecasting system
that drives ECMWF products®: (i) increase of horizontal resolution from T511L60 (39 km) to
TL799 (25km), and increase of vertical resolution from 60 to 91 model levels, on 2006,/02 /01, (ii)
horizontal resolution increase to TL1279 (15km), on 2010,/01/26 (iii) vertical resolution increase
to 137 model levels, on 2013/06/25, (iv) introduction of a better land-sea mask, lake mask,
mean and sub-grid orography and climate fields on 2015/05,/12, and (v) the introduction of the
octahedral grid 31280 (9km), on 2016,/03,08.

To assess the effectiveness of the model level interpolation on a global grid, pressure fields
from ERAin and ECMWFop were projected on a common reference orography, and the differ-
ences were examined. Prior to the first major change, due to the fact that ECMWFop and ERAin
share the same analysis traits (assimilation cycle), the improvement model level interpolation
approach yields is moderate (7%). Nevertheless, as the spatial resolution of ECMWF’s oper-
ational model diverged significantly afterwards, so did the improvement: 28 %, 41 % and 76 %,
after the first, second and third system change, respectively (cf. Fig. 3.3.6). An approach to
obtain meteorological parameters similar to the developments presented herein (Balidakis et al.,
2016), has been developed independently by Dobslaw (2016).

¥The orography and land-sea mask of IFS-CY45R1 are based on Shuttle Radar Topography Mission (SRTM30),
ESA’s Globeover V2.2, Global Land One-kilometer Base Elevation for || > 607, as well as specialized models
for Antarctica, Greenland and Iceland.

“https://www.ecmwf.int/en/forecasts/documentation-and-support/changes-ecmwi-model
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Figure 3.3.6: Orography (left) and surface pressure (right) differences between ECMWFop and ERAin
at 2000-01-01, 2006-02-01, 2010-01-26, and 2015-05-12.
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3.3.2 Homogenized in situ VLBI and SLR meteorological records

The homogenization process condenses into the elimination of outliers outright, the determination
of breakpoints, and the estimation of analytical functions between them. In most pathological
cases the anomalies, that is the difference between the values recorded in situ and the reference
(cf. Sec. 3.3.1), can be segmented and modelled as piecewise linear offsets.

Past the formation of meteorological observation (pressure, temperature, and relative hu-
midity) anomalies, they are averaged on a daily (SLR/LLR) or a session (VLBI) basis. The
reason for that lies with the fact that save for individual outlier occurrences, inhomogeneities
usually do not take place during the course of a session'?. Moreover, the temporal resolution of
the NWMs employed is usually 6 h, 1 h at best (ERAS), which is inferior to the logging interval of
the sensors installed in the vicinity of the geodetic stations (1s-10 min)!!. To avoid the averaging
step, a more accurate eddy-resolving meso-y scale model capable of disentangling deterministic
and random effects must be used. Such models are not publicly available on a global scale which
is necessary for the quality control of globally distributed networks. To obtain meteorological
parameters at higher spatiotemporal scales, effort has been recently put into running the weather
research and forecasting (WRF) numerical weather prediction system (Powers et al., 2017), at
GFZ Potsdam (together with F. Zus and F. Alshawaf).

The meteorological data recorded in the vicinity of VLBI stations are not directly accessible,
but are reported together with the related observations. However, there is a number of stations
such as ONSALA60 and WETTZELL where the meteorological data recorded in the vicinity thereof
are publicly available, at high temporal resolution. In this work the meteorological observations
were obtained from three different sources: (i) the log files'?, (ii) the so-called NGS'® cards, and
(iii) vgosDb'* files. With a few exceptions, the meteorological series retrieved are quite similar
and differ only in the timestamp e.g., the meteorological observations in the NGS are reported in
such a way that they refer to integer seconds, whereas this does not hold in the log or wx files
(typically at the beginning of each scan).

As in VLBI, meteorological observations recorded in the framework of laser ranging are
also not available as is from the sensor, but are reported together with the related ranges. In
this work, the pressure, temperature, and relative humidity series from the ILRS archive were
composed from three different sources: (i) the full-rate data®, (ii) the normal points'®, and
(iii) the consolidated normal points'”. No differences were found amongst them save for those
stemming from the temporal averaging and necessary interpolations.

The artificial systematic effects that might be found in the meteorological records are with
decreasing probability jumps, trends, and drifts, all of which can be treated with calibration.
The estimation of the necessary coefficients is carried out by performing a least-squares adjust-
ment (least median squares to facilitate the identification of outliers) utilizing as weights of the

10%ith the exception of 18AUG03XQ where erroneous temperature and relative humidity values have been recorded
at ZELENCHK during 25 out of 471 scans, there is no other incident where reliable and unreliable meteorological
records co-exist in the same session for one parameter.

UWhile most VLBI and some GNSS (e.g., MOSE) stations are equipped with expensive meteorological sensors
capable of highly temporally resolved output, VLBI analysts rely on meteorological quantities that stem from
interpolation of the original data at the reference epoch of each scan, for the data reduction. Consecutive
scans for legacy S/X geodetic experiments typically several minutes apart.

12ftp://cddis.gsfc.nasa.gov/pub/vibi/ivsdata/aux/7?777/*/*.log

13f¢p://cddis.gsfc.nasa.gov/pub/vlibi/ivsdata/ngs/

Yyttps://vibi.gsfc.nasa. gov/output/vgosDB_IVS/

15ftp://edc.dgfi.tum.de/pub/slr/data/fr/

18ftp://edc.dgfi. tum.de/pub/slr/data/npt/

17ftp://edc.dgfi.tun.de/pub/slr/data/npt_crd/
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session-wise average meteorological values the scatter threof with respect to the reference. The
reason behind this choice lies with the fact that in sessions that span 24 hours mismodelled
high-frequency variations largely cancel out, whereas in Intensives the session-wise scatter is on
average much larger, exclusively for that reason. There are large segments in the meteorologi-
cal parameter time series where the anomalies (observations minus weather model or properly
reduced neighbouring sensor data) cannot be fit satisfyingly by any analytical function, even if
they are segmented into several pieces per year. Without suspending the trust placed in the
reference time series, such cases might be caused by faulty sensory systems, or frequent reloca-
tions of the meteorological sensors. The latter can explain the segmentation of the pressure time
series but not the temperature since the vertical temperature gradient is on average 125 time
smaller compared to pressure. For instance, KOKEE during the period 2001-2003 and WESTFORD
during the period 1990-1993 are some of the cases examined herein where the homogenization
process was fruitless (cf. Fig. 3.3.9). With the exception of slightly different inter-annual waves
for pressure and temperature, the comparison of ECMWEF- and GMAQO-derived series carried
out in the framework of this study did not reveal any offsets whatsoever.

Several barometers co-located with VLBI stations recorded slowly varying signals. Under
this category fall several VLBA stations, as well as other IVS stations such as MATERA and
HRAS 085 that feature long-term statistically significant pressure trends. Comparing these series
with the output of ERA Interim, ERA5, MERRA2, as well as other (e.g., WMO stations) co-
located meteorological sensors (within a radius of 50 km), it is concluded that these trends are
artificial; therefore they are no retained in the homogenized time series. However, it should
be mentioned that smaller air pressure trends can be real (cf. Sec. 4.3). At several co-location
sites, the individual geodetic systems obtain meteorological observations from separate sensors.
A comparison after applying the necessary reductions (for height difference) reveals that slight
deviations larger than the nonimal uncertainty of the measuring devices do exist (see for example
in Onsala'®). These differences may be ascribed to imperfect instrumentation and local features.

No falsely larger harmonic signals e.g., S,, S1, or S are expected in the NWM (based on
ERA Interim, ERA5, MERRAZ2, and the meteorological archive of IVS, ILRS, and IGS). On
account of the latter, and due to the fact that global meso- scale NWMs usually underestimate
the amplitude of harmonic variations, the meteorological observations are averaged daily, and
no seasonal signals adjustments are enforced in the homogenization process (corrections in the
amplitude or the phase). At most stations the harmonic waves for pressure and temperature
diurnal variations and overtones thereof are largely underestimated by ERA Interim. Due to
the fact that (i) the output of weather models typically corresponds to an instant and not an
averaging period, and (ii) the temporal resolution of ERA Interim (utilizing only the reanalysis
products, without the reanalysis) is at the Nyquist frequency for the So wave, which is the most
important for the high-frequency pressure variations at most sites, cf. Fig. 4.3.4, the quality of the
representation of high-frequency effects largely depends on the longitude of the site of interest and
the phase of the signal of interest, even if a more sophisticated interpolation approach is adopted
(e.g., van den Dool et al., 1997). The latter implies that the detection of inhomogeneities is
facilitated by a uniform high temporal distribution, short or no periods of missing data streams,
and time series that contain many cycles of the dominant harmonic term (year). Figure 3.3.7
illustrates the differences between the in situ records and the values extracted from the model
levels of ERA Interim. Note the offsets, jumps, and trends especially in the pressure series. Since
the relative humidity accuracy attained by state-of-the-art NWMs is at the level of 10 %, the
larger scatter in the 3™ row of Fig. 3.3.7 is justified. This figure also shows that the resolution

1%yiew-source:http://www.o0s0.chalmers.se/weather/plots/*.png
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Figure 3.3.7: Differences between in situ meteorological data recorded at SLR stations and ERAinML.
The differences at Simosato, Japan (left), and Borowiec, Poland (right} are shown. The colors indicate
the data source; black for full-rate, blue for normal point, and red for consolidated normal point ILRS
data.

of S, signals is better at continental Europe compared to Japan, mainly stemming from the
finite representativeness of the model. Placing the focus on the more recent SLR data, Fig. 3.3.8
displays the differences between ERAinML and the raw data, and the homogenization process
product. It is evident that at some sites the reference point of the geodetic instrument and
the co-located barometer do not coincide, but either have a height difference of e.g., 30m for
Arequipa (Peru), or the latter has not undergone proper calibration, if at all.

In Fig. 3.3.9 in situ meteorological observations recorded at VLBI sites are compared with
ERAinML. In some stations the erroneous meteorological observations are easy to detect; (i)
the pressure time series of Sejong (South Korea) were segmented into a part where a 50.8 hPa
offset and a 4.8 hPa (after 2016.1) offset are necessary, and (ii) a constant offset of 49.5 hPa was
detected at Parkes (Australia). In other sites the inhomogeneities are not as apparent but still
significant. While a constant offset in either pressure or temperature may be partly absorbed by
the estimated parameters (estimated residual zenith atmospheric delay, station clock offset, axis
offsets, and height and subsequently network scale), jumps manifest into spurious velocities in the
radial coordinate component. The latter is true at for several stations including but not limited to
Green Bank (WV, USA), Ny-Alesund (Svalbard), Svetloe (Russia), and Zelenchukskaya (Russia),
cf. Fig. 3.3.9. Furthermore, large undetected pressure offsets result in the flagging of “good”
observations as outliers simply because the “computed” vector y? is erroneous, thus resulting in
the reduction of observations for the stations where the large pressure biases are found. Moreover,
there is a worryingly large number of isolated sessions scattered accross the IVS archive where
while the temporal variations of the meteorological parameters is highly correlated with the
output of weather models, neighbouring WMO (World Meteorological Organization) stations, or
neighbouring geodetic stations (e.g., SLR or GNSS), the time series have a huge bias wrt the
reference series. These cases are treated by simly reducing the bias to the one provided by the
reference series, while retaining the temporal variations.

Such pressure jumps give rise to large inconsistencies in the multi-technique TRF generation
process should co-motion constraints be imposed between VLBI and the markers of techniques
that use surrogate (climatology) modelling (e.g., GNSS) or the meteorological data thereof ex-
perience no such jumps. To provide proof for this statement, an experiment is carried out. A
VLBI-SLR co-location at Wettzell is considered (baseline length: 77.36 m). The stations ob-
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serve in parallel for 10 years. If all technique-specific systematics are perfectly understood, and
the VLBI and SLR networks do not change appreciably, the single-technique velocities should
be identical within the bounds defined by the uncertainty of the underlying observations. A
high-accuracy calibrated barometer is installed on the site and provides observations to both
stations. After 5 years of observations, the barometer is slightly displaced resulting in a 2 hPa
difference with respect to what it used to record. In the first scenario, during the data analysis
of the VLBI sessions that took place after the barometer displacement, the change in the height
difference between the barometer and the antenna reference point is not taken into account,
resulting into approximately 1 mm height error (see next paragraph). In the SLR analysis the
pressure difference was considered, so no relative height bias occurs. The site’s height velocity
according to the VLBI observations will be erroneously larger by 1.5 mm dec™!. This error is not
statistically significant adopting a 99.9 % confidence level, since the height velocity uncertainty
provided by ITRF2014 at WETTZELL is 0.6 mm dec™'. Moreover, comparing the velocities in X,
Y, and Z direction, the differences appear to be even smaller (at the 1-o level). However, such an
error is too large to ignore, with a view to meet the GGOS goal of 1.0mm dec™ . In the second
scenario, the barometer displacement is considered in the VLBI data analysis, but not in the
SLR analysis. Unlike VLBI, in SLR processing, no residual zenith delays are typically estimated
nor clock coefficients; therefore, the bias will be absorbed mainly by the radial coordinate com-
ponent correction. In Sec. 6.1, it is proven that a 2hPa bias results in a 10-15 mm height error,
depending on the altitude of the station, as well as the observation geometry (more severe if
observations at elevation angles below 20° are utilized). Therefore, in this case the SLR velocity
will incorrectly larger by 22.4 mm dec !, which is several times larger than 1.0 mm dec ™! (radial
coordinate velocity component uncertainty of 8834 according to ITRF2014). In this particular
scenario, the identification of this issue is trivial because there is a large redundancy in co-located
geodetic sensors. In such cases, further complications may be avoided by segmenting the time
series at the epoch of the barometer relocation; of course more appropriate would be to correct
for the pressure bias. Such a workaround is not preferable is observations are sparse. In the third
scenario, the pressure bias is not taken into consideration by neither the VLBI nor the SLR data
analysis. Applying equal weights to the VLBI and the SLR solutions and imposing co-motion
constraints, the site’s height velocity will be falsely larger by 3.1 mmdec * (VLBI’s velocity is
3.5 times more precise).

Examining the quality of meteorological observations collected by the very long baseline array
(VLBA), a fairly consistent systematic ~ 2hPa pressure bias became evident (cf. Fig. 3.3.10).
This bias has been confirmed to be true based on the relevant documentation of the VLBA
weather stations'®, as well as examining any of the antenna design documents (e.g., Napier et al.,
1994 ) where the elevation axis (close to the geodetic reference point) is 13.66 m above the az-
imuth track, which is 1 m above ground level, thus yielding a height difference around 15 m that
justifies the pressure bias detected (J M. Anderson, personal communication). Such a bias may
introduce a scale factor as well as a geocenter offset in the implied TRF. At the session level, this
artefact may propagate into global parameters estimated by the VLBA network thus inducing a
systematic disagreement with estimates from other networks (e.g., quasar positions and EOPs).
To assess whether this presumption is true, some simulations were carried out based on pressure
from the model levels of ERAS to obtain the “observed” vector y?, and applying a 2hPa bias to
obtain the “computed” vector y°. From the geodetic adjustment, it was found that for sessions
where only the 10 VLBA stations participate, the height bias is on average 1 mm. However, this
figure changes as a function of (i) the observation geometry, that is, it becomes slightly larger

9http://library.nrac.edu/public/memos/vlba/tech/VLBATR_47 .pdf
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if there is a large number of low-elevation observations, and (ii) observation weighting, that is,
it becomes moderately larger if no elevation-dependent weighting scheme is employed. These
are in agreement with Tregoning and Herring (2006). For these solutions, no baseline offsets
were set up as unknowns, and all stations participate in the NNT /NNR conditions. Performing
a 7-parameter Helmert transformation (cf. (7.2.1)) yields negligible translations and rotations,
however, it yields a scale bias of 1 mm. If such a consistent bias is applied to other non-global
(regional) networks such as the Russian (BADARY, SVETLOE, and ZELENCHK) or the Australian
(HOBART12, HOBART26, KATH12M, and YARRA12M), the results are similar; 1mm scale bias. These
conclusions are valid for global networks as well; based on the fact that a consistent height bias
of about 1 mm is to be expected for an erroneous (consistent) 2hPa offset, a Helmert transfor-
mation was performed including hundreds of radio telescopes??, only to reconfirm the 1 mm scale
bias. Accounting for this bias may shed light onto reducing the aforementioned effects. As the
contribution of thermal deformation to the reduced group delay typically does not exceed 15 ps,
discrepancies in the temperature series are not as harmful to the geodetic products as pressure
erTors.

To check whether the spurious effects identified are not ascribed to systematics in the refer-
ence time series, alternating the reference data set source was also investigated. All breakpoints
identified employing ERA Interim have been confirmed by ECMWF operational analysis (only
past 1994 due to availability at GFZ) and ERAS (only past 2000 due to partial product release)
reanalysis. Nonetheless, due to the possibility of a systematic error consistent in all ECMWF
products, a reference independent of ECMWEF was deployed, MERRA2. Employing MERRA2 as
a reference reconfirmed all breakpoint detected using ECMWEF products, thus providing a higher
confidence in the homogenization process. While there is a confidence concerning the breakpoint
events, the analytical function coefficients estimated for the treatment thereof may vary slightly
at the sub-hPa or sub-Kelvin level, alternating the NWM. Due to that fact, smaller biases are
more difficult to detect e.g., a pressure bias of 0.7 hPa in Badary after 2010.8.

20f¢p://ftp.gfz-potsdam.de/pub/home/kg/kyriakos/internal /VLBI_coords_ngs+vgosdb+pet+nrao+lof .xyzl1hH
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Figure 3.3.9: Differences between meteorological observations recorded in the vicinity of the some
VLBI stations, and reference series constructed employing ERA Tnterim model level data (blue). In red
illustrated are these differences after the homogenization process. Shown session-wise are the differences
at Kokee Park, Matera, Green Bank. Noto, Ny-fklesund, Onsala, Parkes, Sejong, Svetloe, Tsukuba,
Wettzell, and Zelenchukskaya. The scatter of the meteorological parameter anomalies during the course

of a session is illustrated in gray.
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Figure 3.3.10: Differences between meteorological observations recorded in the vicinity of the stations
constituting the VLBA in the USA, and reference series constructed employing ERA Interim model level
data (blue). In red illustrated are these differences after the homogenization process. Shown are the
session-wise differences at Brewster (WA), Los Alamos (NM), Pie Town (NM}, Ft. Davis (TX), Mauna
Kea (HI), St. Croix (VI), Hancock (NH), North Liberty (IA), Kitt Peak (AZ), and Owens Valley (CA).
The scatter of the meteorological parameter anomalies during the course of a session is illustrated in gray.






4 Development of atmospheric delay models

In this chapter ray-tracing, as well as the development of mapping functions and gradients for
all four space geodetic techniques (namely GNSS, SLR, VLBI, and DORIS) is conducted. The
impact of the radius of curvature, the orbital altitude, the refractivity expression, the ionospheric
contribution, and the underlying NWM is rigorously assessed.

To date, there are only VLBI-tailored time-dependent atmospheric delay corrections publicly
available. They have been adopted by all other microwave space geodetic techniques, regardless
of the fact that they are unsuitable more often than not (especially adopting atmospheric range
corrections for VLBI in DORIS data analysis) for a number of reasons, such as the orbital altitude
dependence and the ionosphere-induced ray-bending,.

In Sec. 4.1 several atmospheric delay perturbations are investigated. The impact of the
radius of curvature (Sec. 4.1.1), the orbital altitude of the target (Sec. 4.1.2), the observation
geometry (Sec. 4.1.3), and the ionosphere (Sec. 4.1.5) on ray-traced delays, mapping functions
and gradients is studied. The impact of the underlying NWM is assessed as well (Sec. 4.1.4).

Section 4.2 addresses the issue of parameterizing the tropospheric delays as a function of
elevation and azimuth. A concise review of state-of-the-art symmetric and asymmetric map-
ping functions is presented in Sec. 4.2.1 and Sec. 4.2.3, respectively. Modelling approaches for
tropospheric asymmetries are explored in Sec. 4.2.2. Section. 4.2.4 and Sec. 4.2.5 outline the
development of the Potsdam and Berlin mapping functions, respectively.

Section 4.3 describes the development of the state-of-the-art empirical model GFZ-PT
(Balidakis et al., 2018c¢) that features bias, trend, S11, Sa, Ssa, Sta, S1, S2, and S3 coefficients for a
number of parameters, namely pressure, temperature, relative humidity, zenith delays, mapping
function coefficients, and gradient vector components of the 15 and 2"d order, water vapour-
weighted mean temperature and integrated water vapour. GFZ-PT is driven from 39 years of
6-hourly ERA Interim fields, and 10 years of hourly ERAS fields.

Section 4.4 deals with atmospheric ties. As of this writing, only corrections to zenith delays
and the hydrostatic mapping factor have been considered. Herein, in addition to these parame-
ters, the non-hydrostatic mapping factor, as well as linear and non-linear gradient components
are treated as well. A previously-ignored height dependence of the non-hydrostatic mapping fac-
tor is demonstrated. It is proven that linear and non-linear gradients diminish with height, in an
absolute sense. In the optical domain, it is shown that not applying frequency-specific mapping
functions and gradients results in systematic errors larger that 1 mm in the height coordinate
component, thus introducing a scale bias to the implied TRF (e.g., mapping functions and gra-
dients for 532 nm to 366 nm). The orbital altitude dependence of mapping factors and gradients
is assessed. It is shown that employing mapping functions tailored for VLBI to reduce DORIS
observations introduces a height bias of 1mm. The fact that atmospheric ties are dependent
upon time is also discussed. All developments in this section are based on rigorous ray-tracing
in ERAS fields.

71
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4.1 Atmospheric delay perturbations

Wave propagation through a medium of variable index of refraction is bent. Adopting the
geometrical optics approximation (Sec. 3.1), the wave reduces to a ray whose delay and bending
is dictated by the gradient of the refraction index field (Sec. 3.2). The contribution of the ray-
bending to the total atmospheric delay is dependent upon the several factors, mainly the elevation
angle, the underlying refractivity field, the orbital altitude (cf. Sec. 4.1.2), and the frequency of
the signal at hand. By and large, ray-bending increases exponentially with increasing atmospheric
delay and of course with decreasing . Ray-bending is important only for £ < 30° because for
higher ¢ this effect is well below 1 mm. Based on ray-tracing in ERAS refractivity tensors, it was
found that at elevations as low as 3° ray-bending amounts 0.8-2.1 % of the total delay, that is
as much as 0.5m for sites at sea level. There are a number of parameters that affect the total
delay induced by transatmospheric and transionospheric propagation. The direction of the ray
in a topocentric reference system with the station of interest in its center is the most important.

The computation of the atmospheric delay based on ray-tracing and the subsequent numerical
integration is but a “simulation” of the delay the actual signal experiences on its way from e.g.,
phase center of a GPS satellite to the phase center of receiver. To make this simulation more
realistic, a number of effects should be taken into account. Some effects whose treatment is not
as rigorous as it should in terms of meeting the so-desired GGOS goals are remedied within
the framework of this section. As of this writing, the slant delays’ accuracy obtainable by
state-of-the-art NWMs is o,,,,, &~ 10¢csc(z) [mm]. Of course, that figure is much higher under
humid conditions, under severe weather events, or epochs,/regions with sparse meteorological
observations that were assimilated into the NWNM. The effect of atmospheric turbulence on the
refractivity tensor is not considered within the ray-tracing, but at the later stage of analyzing
the related observations within the geodetic adjustment (stochastic model). To account for
turbulence at the ray-tracing level, an eddy-resoling NWM must be employed. The latter is
beyond the intended scope of this work. All developments carried out herein (meso-3 NWNMs)
apply to NWMs at meso-y spatiotemporal scales in the exactly the same way. Following Fujita
(1986), the spatial resolution of meso-B (meso-v) models is about 20-200 km (2-20 km) half-
wavelength, and the temporal resolution thereof ranges between 30 min (3 min) and 6h (30 min).

4.1.1 Radius of curvature

Due to the rotational symmetry governing the ellipsoid, all radii considered herein are indepen-
dent of longitude.

The curvature of the normal section with normal section azimuth «, is calculated us-
ing Euler’s theorem as a function of the principal radii of curvature Ry; and Ry (eg.,
Hofmann-Wellenhof and Moritz, 2006)

B Ry Ry
~ Ryrsin? (o) + Ry cos? (o)

RE (¢, @) : (4.1.1)

where Ry is the radius of curvature of the prime vertical normal section at the point of the
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ellipsoid normal, and Ry is the radius of curvature of the meridian ellipse

[

Ry = .
1 —e2sin® (p)

a(l —e?)

(1 — e2sin? (ap]]%

(4.1.2)

Ry = )

where a and e denote the semi-major axis and first eccentricity of the ellipsoid, respectively. To
locally approximate the ellipsoid by an osculating sphere, the average of Rg over all «, termed
as Gaussian mean radius, is employed

Rg (¢) = VRu RN (4.1.3)

It is Ry > Rg = Ry (cf. Fig. 4.1.1), and Rg ranges from Ry (for north-south directions) to
Ry (for east-west directions). Atmospheric delays determined employing R¢; differ (incorrectly)
from those determined using Rg up to 25 mm at elevation angles as low as 3°, as a function
of decreasing |p|. The differences exceed the 1 mm level for ¢ < 15° (e.g., 15 mm@10°). Given
elevation-angle-fixed delays at a site, the differences between Ry and Rp are positive in the
positive intervals of the function cos (2¢), that is, the differences maximize for o = j90° (for
7 =10,3]), whereas they are zero for o = 45° + j90°. Mapping factors estimated from ray-traced
delays where R was utilized are erroneously larger than those for which Rg was employed. The
latter stems from the declaration of & = 0° for ray-tracing in the refractivity profile above a
given site (e.g., PMF, cf. Sec. 4.2.4). Should an approach akin to BMF (cf. Sec. 4.2.5) be used to
estimate the mapping function coefficients, the effect in most cases diminishes considerably. This
bias increases with decreasing |¢| and can be as large a 25mm at 3°. The orthogonal gradient
components are systematically affected but to a much lesser extend, up to 4 pm (that is less than
1 mm@3°) in the tropics; for instance if Gyg > 0, it is Gﬁg < @ ﬁg . Provided an observation
geometry where for every ray there is another at a supplementary azimuth, the estimation of
15 order gradient components is independent of the radius of curvature employed during ray-
tracing. The latter may be proven by closed-form expressions (e.g., Zus et al., 2018). However,
higher-order gradient components are affected due to the fact that the partial derivatives thereof
do not oscillate around zero, given a constant azimuthal granularity!. Euler’s radius of curvature
is the most elaborate approach and hence is adopted for all ray-tracing work carried out in this
dissertation (either determination of mapping functions and gradients or application of ray-traced
delays directly to space geodetic data analysis).

4.1.2 Orbital altitude

Let ri and r;j denote the position of the emitter and receiver, respectively, in an Earth-centered,
Earth-fixed system. The source unit vector in the direction of signal propagation (emitter-
receiver) is given by

i g
r’ —rj

3 4.1.4)
=5l (

o=

2w 2
Tt is: [ cos’(a) da = [ sin’*(a) da = n.
0 D
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Figure 4.1.1: Radii against ¢ for WGS84. Illustrated are the radii of curvature in meridian Rj; and in
prime vertical Ry, as well as the Gaussian radius of curvature R, and the geocentric radius R.

The free-of-refraction elevation ¢ and azimuth « are given by (e.g., Leick et al., 2015)

il ( cos(p) sin(A)(x; — i) + cos(p) sin(A)(y; — ui) + sin(y)(z; — zé))
“ Vwj =)+ (g5 — yi)? + (25— 202
T (115)
(8, 7)
— tan-1 cos(A)(y; — yi) — sin(A (373' — )
- —sin(p) cos(A)(z; — xi) —sin(p) sin(A)(y; — vi) + cos(p)(z; — 2i)

where 71, € and 4 are the defining unit vectors in the local north-east-up coordinate system.
The calculation observation directions of VLBI observations is slightly more complicated as in-
formation pertinent to Earth rotation has to be parsed as well. For further details, the interested
reader is referred to e.g., iau_atcol3.for from the software routines from the IAU standards of

fundamental astronomy (SOFA) collection?.

Given a geometric direction (g, ), the ray path from emitter and receiver (and vice versa)
is bent more with decreasing distance (e.g., Yan, 1996). This fact has two implications for

atmospheric delay modelling:

O First, given the receiver, slant delays for LEOs (e.g., CryoSat-2) are slightly larger than
slant delays for MEOs (e.g., GPS), and the latter are marginally larger than slant delays

for quasars.

[0 Second, the distance between a given receiver and emitter changes usually as a function
of &, thus affecting the ray-bending in addition to refractivity. Usually rising and setting
satellites (¢ — 0) are more far away from a receiver than when they are on the zenith so,
the ray-bending is slightly smaller. These distance variations are 35 % for GPS, 30 % for
GLONASS, 87 % for Galileo, 95% for BeiDou, and 38 % for QZSS. For laser ranging the
differences are similar; 24 % for LAGEOS-1, 27% for LAGEOS-2, and 57 % for Etalon-1

2http://www.iausofa.org/
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Figure 4.1.2: Orbital altitude dependence. The ddifferences T}?,;% (3°,0°) (left), and rtl?,;% (3°,90°) (right)
are illustrated. Note that delays calculated assuming the average GPS orbital altitude are always larger

from delays assuming a quasar target.
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and Etalon-2. Table 4.1.1 displays the average orbital altitude of some satellites observed
by the space geodetic techniques, where some contribute to the realization of ITRF.

The fact that “the lower the target, the larger the ray-bending” is indicated by Fig. 4.1.2
where ray-traced delays at a very low £ in two perpendicular directions (0°, 90°) are shown. The
differences can be as large as 7mm, and depend on the orography and the total atmospheric
density across the ray-path (cf. Fig. 4.1.3).

The mapping functions recommended by the latest IERS conventions, that is VMF1
(Boehm et al., 2006), assume no orbital altitude dependence of 74.0p. This implies that e.g.,
ray-traced delays for VLBI, GNSS and DORIS should be identical. Despite the fact that 7¢rep
is insensitive to orbital altitude perturbations of #1000 km that correspond to the different nav-
igation satellite constellations, should a different space geodetic technique be considered e.g.,
VLBI (oc) or DORIS (< 1400 km), 7¢,0p is no longer inconsequential. While this presumption
holds for e.g., ¢ > 7° between GPS and VLBI, employing VLBI-tailored tropospheric products
in DORIS analysis results in height estimates biased by at least 1 mm.

4.1.3 Observation geometry

The space segment plays a pivotal role in the ability of space geodetic techniques to decorrelate
effects induced by tropospheric refraction (and clocks) from actual crustal motion, as well as to
probe atmospheric density variations. Ideally, the skyplot at every point on Earth would feature
evenly distributed observations across azimuth and elevation (ranging from the zenith to the
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Table 4.1.1: Orbital altitude (average) of some satellite systems and individual satellites, of interest to
space geodesy.

Satellite(s)  Orbital altitude | Satellite(s) Orbital altitude
GPS 20180 km | Larets 691 km
GLONASS 19140 km | Starlette 812km
Galileo 23222 km | Stella 815 km
BeiDou 21150 km | TOPEX 1330 km
QZSS 32000 km | Jason-1/2/3 1336 km
LAGEOS-1 5850 km | Envisat 782 km
LAGEOS-2 5625 km | SPOT-2/3/4/5 832 km
Etalon-1 19105 km | CryoSat-2 717 km
Etalon-2 19135km | HY-2A 971 km
Ajisai 1485 km | SARAL 800 km
LARES 1450 km | GRACE-FO 500 km

lowest elevation angle permitted by the local landscape) such that no patch of sky would be
unobserved within 1h (the usual estimation interval of zenith delays and gradients). While this
is achievable during simulating observations (or ray-tracing), in reality it is not feasible.

VLBI observations are carried out employing large directional antennas. While this offers
advantages (from a geodetic perspective) such as that unlike GNSS, VLBI does not suffer from
multipath, the number of radio sources that may be observed is restricted. The main limiting
factors are the telescope’s slewing rates, the data recording rates, and the strength of the sources
available, F', as fainter radio sources require larger integration time spans to achieve a sufficiently
large SNR.. The following formula gives approximately the minimum scan length ¢ necessary for
a source detection by a two-element interferometer

,_ (L75SNR\" ( SEFD; SEFD,
a F 2BN,
SKT,

(4.1.6)
SEFD =

where SNR denotes the minimum signal-to-noise ratio, SEFD is the system equivalent flux
density, the product 2BN, indicates the recording rate, &k denotes Boltzmann’s constant, T}
denotes the system temperature, D denotes the diameter of the antenna, and 7 is the VLBI
processing factor. Slewing rates and antenna sensitivity are in conflict as on the one hand
larger (thus more sensitive) telescopes can detect radio sources (SNR > 7) much faster than
smaller ones (shorter scan length), and on the other hand larger telescopes require more time
to move from observing one source to the next. Moreover, the larger the number of stations
participating in a VLBI experiment, the shorter the time spent switching. Figure 4.1.4 illustrates
the direction of all observations that would take place within a 24-hour session at Wettzell, with
three different configurations: rapid turnaround, CONT14, and VGOS. The observations are not
evenly distributed across elevation — they usually increase with decreasing ¢ — and besides, the
antennas are subject to the keyhole problem. Keyholes constitute of a set of directions (in the
topocentric frame) where coordinate singularities exist, that is, the antenna may be able to point
to one of these directions, tracking is difficult because infinite rotation speed is required (Salzberg,
1967). Keyholes depend upon the antenna mount; the most common antenna mount amongst
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Figure 4.1.4: Skyplots of the radio sources observed by WETTZELL in a single VLBI session under
a regular rapid turnaround network configuration (left), CONTI14 (middle), and simulated 32-station
VGOS (right).

modern VLBI radio telescopes is the altitude-azimuth due to the fact that it is symmetric thus
it can support heavy antennas — exceptions do exist, e.g., HARTRAO (hour angle-declination) and
HOBART26 (X-Y). AZEL antennas. Altitude-azimuth antennas cannot track continuously objects
near the local zenith, whereas they keyhole of hour angle-declination antennas depends upon the
station’s latitude. The benefits stemming from the VGOS configuration, that is faster slewing,
higher recording rates, and larger station network, are apparent. The optimal resolution of such
issues is treated by scheduling software packages e.g., SKED or VIE_SCHED, and is still subject of
scientific debate (e.g., Sun, 2013).

GNSS antennas are omnidirectional which implies that if the channel capacity of the related
hardware is sufficient, they can record many signals concurrently. This feature renders GNSS
estimates prone to multipath, one of the reasons a relatively high elevation mask (¢ > 7°) is
utilized in addition to an elevation-dependent strategy to weight the observations. Utilizing
the current multi-GNSS constellation, geodetic sites are capable of receiving signals from 20-57
different satellites per day. Figure 4.1.5 was created employing the final orbits of the MGEX
constellation (GPS, GLONASS, Galileo, BeiDou and QZSS) estimated at GFZ (Deng et al.,
2016), and illustrates the ground track for the most important GNSS constellations for a single
day. Assuming uninterrupted view (¢ > 7°), the number of satellites is variable throughout a
single day (minimum plus 9-23 satellites pet site) and depends on the site’s geographic location,
as well as the orbital elements of the individual satellites. Observing more satellites improves the
skyplot and therefore the dilution of precision, the phase ambiguity resolution, and the accuracy,
but at the same time increases the number of parameters in the subsequent adjustment e.g.,
ambiguities, satellite orbits and inter-system bias. Studying the satellite coverage of MGEX
(cf. Fig. 4.1.6), a blank patch of sky is apparent; it is located around the zenith direction at sites
near the North (South) pole and it moves towards the North (South) with decreasing |¢|, also
reducing its radius (e.g., 34° at Alert, Nunavut). This feature is induced by the inclination of
the orbits —thus it is different for GPS and GLONASS— and it is proven later in this thesis
that it affects the estimation of Gyg in the presence of nonlinearities. Furthermore, the number
of observations increases with decreasing e, at all sites; if the elevation mask is set at 5° in lien
of 7°, there is an average increase of 5% in the number of observations.

As of this writing, the estimation of tropospheric parameters (e.g., d;, Gng, Ggpw) dur-
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Figure 4.1.5: The ground track of the GPS (blue}, GLONASS (red), Galileo (green), BeiDou (black)
and QZSS (magenta) constellations on 2017/01/03.

Figure 4.1.6: Satellite visibility diagrams for MGEX at Ny-}f\lesund (Svalbard), Wettzell (Germany),
Fortaleza (Brazil) and Hobart (Tasmania) on 2016/05/18. Shown are the GPS (blue), GLONASS (red),
Galileo (green), BeiDou (black) and QZSS (magenta) constellations.
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Figure 4.1.7: Satellite visibility diagrams for LAGEOS-1 (cyan), LAGEOS-2 (blue), Etalon-1 (ma-
genta) and Etalon-2 (red) orbits from Ny-Alesund (Svalbard), Wettzell (Germany), Fortaleza (Brazil)
and Hobart (Tasmania) on 2016,/05/18.
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Figure 4.1.8: The ground tracks of LAGEOS-1 (cyan), LAGEOS-2 (blue), Etalon-1 (magenta) and
Etalon-2 (red) orbits, on 2016,/05/18, are on the left. The ground tracks of Ajisai (red), LARES (black),
Larets (green), Starlette (blue), and Stella (cyan) orbits on 2016/05/18 are on the right.

ing the analysis of laser observations is not recommended by the latest IERS conventions
(Petit and Luzum, 2010). This situation was established owing to the fact that optical d?,
are 66 times smaller than microwave (cf. Sec. 4.4) and therefore any errors stemming from ap-
proximating d?, analytically based on surface measurements would be too small to affect the
estimated parameters. This presumption is true to a certain extend. Nevertheless, as demon-
strated in Fig. 4.4.9, the impact of refractivity gradients on ranges near the horizon (10°) can
exceed 5em at mid-latitudes. One of the reasons gradients are not estimated in SLR. data analy-
sis is the relatively poor observation geometry at the common intervals of gradient estimation for
microwave space geodetic techniques. Figure 4.1.7 displays satellite visibility diagrams for four
common stations tracking the satellites that are most commonly used for geodetic applications;
LAGEOS-1, LAGEOS-2, Etalon-1, and Etalon-2. SLR analysis benefits from the addition of
more satellites in a manner similar to GNSS. Figure 4.1.8 illustrates the ground tracks of the
most commonly observed satellites with SLR.. Notwithstanding the relatively good sky coverage,
not all of these tracks can be observed; a number of satellites (27) rank higher in the tracking
priority list of ILRS, and laser observations cannot be carried out under cloudy conditions. Cal-
culated herein, an atlas illustrating the stacked hourly total cloud cover (TCC) fields from ERAS
(2008.0-2018.0) is shown in Fig. 4.1.9. The higher the TCC, the lower the number of potential
observations. Figure. 4.1.9 also presents the variability of TCC. In addition, most laser tracking
facilities are still operated manually so, not all possible observations (weather-wise) are currently
carried out.

On account of the low orbital altitude of DORIS satellites, hence high along-track velocity
component, they are visible very shortly per pass, and these observations are sparsely distributed
over the course of the day. For instance, it is max (Jz/9t) = 0.5° s, and max (9o /Ot) = 7.5°s 1
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Figure 4.1.9: Total cloud cover atlas (left) and its scatter (right) at the orography of ERABS, calculated
from hourly ERAS fields (2000.0-2018.0).

Figure 4.1.10: Satellite visibility diagrams for CryoSat-2 (black), Envisat (blue), HY-2A (red), Jason-
2 (green) and Jason-3 (magenta) orbits from Ny-Alesund (Svalbard), Wettzell (Germany), Fortaleza
(Brazil) and Hobart (Tasmania) on 2018/01/01.

for CryoSat-2 from Wettzell on 2018/01/01. Such an observation geometry hinders the precise
estimation of tropospheric parameters and especially gradient components, at least at the level
of GNSS or VLBI. Figure 4.1.11 displays the ground track of the most commonly used DORIS
satellites. Similar to the other space geodetic techniques, for DORIS also applies that the lower
the elevation mask, the more the potential observations. Figure 4.1.10 attests to the latter. A
hole in the skyplot of polar sites does exist (cf. Ny-Alesund in Fig. 4.1.10), it is of the same origin
as in the related GPS skyplots (or in the skyplots of other navigation MEQOs), but its radius is
considerably smaller.

Figure 4.1.6, Fig. 4.1.7, and Fig. 4.1.10 were generated based on the station positions of the
VLBI stations NYALES20, WETTZELL, FORTLEZA, and HOBART26, and the satellite orbits of GNSS,
SLR, and DORIS. These figures differ from those based on real observations due to the fact that
there may be physical obstacles. The rational behind presenting these figures is to illustrate the
varying observation distribution for different observing systems, as well as for station locations.

4.1.4 Numerical weather model

Perhaps the most crucial aspect of calculating the atmospheric delays utilizing NWMs (or ra-
diosonde profiles) and a ray-tracing algorithm is the quality thereof. In this work the NWMs’
spatiotemporal resolution is valued together with their ability to predict severe weather events
and to maintain a long-term stability. The capacity of accurately representing cloud forma-
tion, moist convection, coupling between atmospheric water and circulation, and heating (e.g..
Queslati and Bellon, 2013) also influenced the current choices. A large number of models has
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Figure 4.1.11: The ground track of the CryoSat-2 (black), Envisat (blue), HY-2A (red), Jason-2 (green)
and Jason-3 (magenta) missions on 2018/01/01.

been tested herein, namely ECMWE’s operational model, ERA Interim, ERA5, NCEP-DOE
AMIP-II, JRA-55, MERRA, and MERRA2. While it is definitely interesting to study in depth
the differences thereof, it is beyond the intended scope of this work. Nevertheless, some com-
parisons have been carried out in an effort to obtain reliable pressure, temperature, and relative
humidity series, at the earlier stage of this study (cf. Sec. 3.3).

Since the atmospheric parametrization carried out herein is intended for the reduction of
series of microwave and optical observations that span several decades, the stability is crucial.
Inconsistencies will lead to spurious rates in the estimated parameters such as the dZ,, and the
velocity of the height coordinate component. Accordingly, while ECMWF’s operational model
benefits from the frequent updates in the assimilation system and upgrades in the horizontal and
vertical resolution, ERA Interim is more suitable for reanalysis purposes. ERAS, the successor of
ERA Interim, is even more suitable than its predecessor for it was designed for climate analysis
and does not suffer from e.g., inconsistencies in the sea surface temperature.

Data sets with known issues were avoided. For instance ray-tracing in NCEP-DOE AMIP-II
Reanalysis fields (Kanamitsu et al., 2002) yields slightly larger zenith and slant non-hydrostatic
delays compared to ECMWF-based models as well as VLBI and GNSS estimates.

The native spatiotemporal resolution of the fields used to compute refractivity prior to ray-
tracing is pivotal. Lumps and bumps in pressure, temperature, specific humidity, and of course
orography smaller than the half-wavelength of native resolution of the NWM employed for ray-
tracing cannot be resolved. especially in view of the fact that prognostic variables such as surface
pressure and temperature are stored as spherical harmonic coefficients. Consequently there is no
benefit in employing meso-3 NWNMs at meso-y spatial scales. On the other hand, interpolating
to a coarser spatiotemporal resolution could cause aliasing to the related data sets and therefore
was avoided. Of course, to better perform the numerical integrations some interpolations are
necessary in any case. The ray-tracing results will be marginally different between e.g., ERA
Interim at 0.25° and ERA Interim at 0.125°. From a parameter-oriented viewpoint, the higher
the native resolution of the NWM employed in ray-tracing the sharper the atmospheric gradients.
That is, ray-tracing in a 0.25°-resolved ERA Interim and ERAS fields yields sizable differences
in linear and non-linear gradient components, as well as in the assembled delays (mapping factor
times zenith delay). Following the rule of thumb, employing ERAS in lien of ERA Interim
will have an impact on the estimated heights. Studying Fig. 4.1.12 one notices that the d}
(d7,) differences between ECMWLF’s operational model, ERA Interim and ERA5 are normally
distributed about zero with a scatter around 1mm (1cm). Moreover, in more than 94 % of the
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Figure 4.1.12: The impact of alternating the underlying NWM between ERAS and ERA Interim (up-
per row), and ECMWEF's operational model and ERA-Interim (lower row), on ray-tracing products
(2014/05/05 00:00). The differences between the equivalent height errors 8H, d7,, Gng, and Gpw are
presented.

cases the equivalent height errors are below 1mm, in 75 % of the cases the asymmetric delay
differences are below 1em, and have a scatter below 1em at 7°.

Every NWM node represents a spatial average around its nominal coordinates. In contrast
to this fact, it expresses an instantaneous value (in the temporal domain). Due to the fact that
geodetic observations are arbitrarily distributed in time, an interpolation scheme is necessary.
For all temporal interpolations carried out in this work, Lagrange interpolating polynomials were
employed (six points on either side). Given this interpolation method (or simply spline), a site,
a target, and an epoch, two strategies are possible:

[0 Caleulate the slant total delay by performing ray-tracing only once, at a refractivity field
that is obtained by temporal interpolation of either (i) the 3D fields of pressure, tempera-
ture, specific humidity, and height, or (ii) the 3D refractivity fields at the epochs provided
by the NWM of choice.

[0 Calculate the slant total delay by performing ray-tracing on the related epochs provided
by the NWM of choice, and perform the temporal interpolations on the parameter level.

For state-of-the-art models such as ERAS or MERRAZ2 the differences between the two meth-
ods are well below the accuracy the models claim (e.g., from a N-member ensemble of data
assimilations). The first approach has been followed by Eriksson et al. (2014). Nevertheless,
the first approach is inefficient as the ray-tracing and the subsequent numerical integrations are
much faster — the ray-tracer employed herein works out 10° rays per second — for a reasonable
amount of rays than loading huge fields into RAM (2GB per epoch for ERA5) and preparing
them for ray-tracing. Hence, the second strategy was selected.

4.1.5 lonosphere

The propagation of optical waves is marginally affected by the ionosphere. For microwave radia-
tion, the electrically neutral atmosphere is a non-dispersive medium thus the delay it induces is
independent of frequency. This statement holds true under the assumption that no charged par-
ticles exist between transmitter and receiver. While the refractivity tensor therein N (@, \, H, t)
is independent of frequency, the ray-path is not. The deviations are ascribable to the curva-
ture effects induced by the ionosphere which depend upon frequency. The higher the frequency,
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the smaller the deviation of the actual ray-path from the chord (geometric) vector, that is be-
cause microwave propagation effects in the ionddosphere are roughly proportional to the carrier
wavelength. These ray-path deviations that increase with decreasing , are insignificant for X- /K-
/Ka-/Q-/W-band (VLBI), but within L-band reach hundreds of metres at low . For instance,
employing ERAS the slant total delay differences between channels L; and Lo are as large as
2mm at 10°. These differences increase with more finely resolved NWMs, that is, transitioning
to meso-y spatial scales (e.g., regional COSMIC-DE at 2.5 km, or global IBM’s GRAF at 3km).

For the signals employed by space geodetic techniques that operate in the microwave fre-
quency spectrum (e.g., GNSS, VLBI, and DORIS) propagation effects through a medium com-
posed of plasma (charged particles) are dispersive. Adopting the quasi-longitudinal approxi-
mation in the Appleton-Hertee-Lassen formula (e.g., Budden, 1985), the phase refractive in-
dex for an ordinary signal at frequency f; at a given point in collisionless plasma reads (e.g.,
Bassiri and Hajj, 1993; Brunner and Gu, 1991)

Cx
np (fi,x) =1~ ﬁNe (%)
CxCy e %
WNe (x) B (x) cos () — 8f4N€ (x)?
17 Ne( x) B (x) (1+Cos(19] ) (4.1.7)
2
Cx = —5—~80.62C*mF 'kg ',
4mzme
He . “1y,.-1
Cy = G y— 606826cHCm kg,

where ¢ denotes the speed of light (ms~1), ¥ is the angle between the wave normal vector and the
ambient magnetic field vector B, NV, (x) is the electron density field, e is the charge of the electron
(C), me is the mass of the electron (kg), € is the vacuum electric permitivity (Fm 1), and pg is
the vacuum magnetic permeability (Hm ). The group refractive index is (e.g., Bassiri and Hajj,

1993)
ng(fi,x) = np (fi.x )+ﬁ$—l+gf\21\f( )
CJ}@N (%) B () cos (9) + %N ()?
% < (%) B (x)" (1 + cos (4)°)

(4.1.8)

Combining the propagation effects of the electrically neutral atmosphere and the ionosphere, and
adopting the quasi-isotropic approximation (cf. Sec. 3.2), the optical path length for e.g., the
phase carrier is

40.311

7527cB cos () No  812.48N2

e —
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(4.1.9)

27 3ff

) ds;,
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where ds; denotes the frequency-dependent (f;) ordinary line element in Euclidean space. It
should be noted that while the optical path of the group wave and the carrier phase are identical
(e.g., Born and Wolf, 1999), the optical path lengths differ for the respective numerical integra-
tion takes place employing different refractivity fields; (4.1.7) or (4.1.8). From these formulae it
is apparent that the carrier phase is advanced whereas the wave group (or modulated code) is
delayed. Thus, the ionospheric “delay” for the carrier phase reads

I = j(l 10°°N) d / | +10-6 — 20311 7527cB cos (9) Ne  812.48N?
AR BT T
(4.1.10)

modelling the impact of the ionosphere on signal propagation is a rather complicated task as it
required precise knowledge of N, and B. Nevertheless, the ionosphere is a dispersive medinm at
microwave wavelengths, thus the related propagation effects can be mitigated (to the k'™ order)
by performing observations at &k + 1 frequencies and subsequently forming a standard linear
combination of the observables. Should such an approach not be followed, large residuals are
expected in the geodetic adjustment due to the solar stimulation of the atmosphere of the Earth
at several frequencies (S1, Sa. S11). Let fi and fo denote the carrier frequencies®: both in L-band
for GNSS, X- and S-band for VLBI, and S- and P-band for DORIS. The quasi ionosphere-free (IF)
linear combination e.g., for phase ranges reads (e.g.. Guier and Weiffenbach, 1960; Fritsche et al.,
2005)

Ly = fy +1)L f3 Ly = p+oT4n | Ny, + i tw, (4.1.11)
a9 = 1= ——=Ll2 = 4 . o o
-1 £-5 M T AL (N, - NL)

where p is the geometric distance, Ay = ¢/(f1 + f2) and A\ = ¢/(f1 — f2) denote the narrow-
and wide-lane wavelengths respectively, Ny, and Ny, denote the phase ambiguity for respective
wavelengths, w is the phase windup effect, and §7 denotes the ionospheric residual

7527¢ [ 1
51 =221 choa (9) No dsy — —/Bco& () N dsa
fl fz fl

40 311

6 _ ft 6 f3 6
+j(1+10 N) dse (fl J‘ﬁ2/(1+10 N) ds; — 7 f2/(1+10 N) d32),
(4.1.12)

where the 15 term is induced by Earth’s magnetic field B, the 2" term stems from the
fact that the ray-bending is a function of frequency, and the 3'¥ term is due to ray-bending
(Hoque and Jakowski, 2007; Kashcheyev et al., 2012; Zus et al., 2017a,b). The contribution of
01 to the total ionospheric effect is at the level of 0.1 %.

3Tt is:
f fa] ' = [1.57542 1.22760] " GHz for GPS,
i f]" =[84 23] GHz for VLBI, and
i f2]" = [2.03625 040125 GHz for DORIS.

dsi,
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Figure 4.1.13: The differences [(1 + 107N)ds; — [(1 + 107°N)dsy for the most commonly used
frequencies in GNSS (left), DORIS (middle), and VLBI (right) for ¢ = 3% and ov = 0°, 2012/04/15 12:00.
The frequencies the results refer to are 1.57542, 1.22760, 2.03625, 0.40125, 8.4, 2.3 GHz. Note while the
spatial pattern remains, the colorbar is scaled as a function of frequency.

For the investigations conducted herein, the refraction induced by the neutral atmosphere
was generated based on the model levels of ERAS, and the refraction induced by the electron
density in the ionosphere and plasmatosphere by International Reference lonosphere 2016 (IRI-
2016%) (Bilitza et al., 2017). Information regarding the magnetic field vector (Earth’s magnetic
induction) was retrieved from the spherical harmonic coefficients of the International Geomag-
netic Reference Field 12 (IGRF-12°) (Thébault et al., 2015).

The difference between the atmospheric delay (sum of the optical path length and the delay
along the path) under the assumption that the signal did or did not propagate through the
ionosphere, is given by

/(1 + 10 °N) ds; — ](1 +1075N) dsec, (4.1.13)

and is illustrated in Fig. 4.1.13. For the S-/X-band VLBI system, the impact of the iono-
sphere is barely detectable on the atmospheric delays. On the other hand, the ionosphere-
induced ray-bending is not negligible for GNSS and DORIS (UHF; at 0.40125 GHz and UHF,
at 2.036 25 GHz), that operate at lower frequencies. Galileo’s C-band (5.020 GHz), as well as
the less commonly used VLBI frequencies K- (24 GHz), K,- (32 GHz), Q- (43GHz), and W-
band (86 GHz) are not affected whatsoever. Within the radio band, the lower the frequency the
larger the ray-bending. Of course, in addition to frequency, the magnitude of the perturbation
introduced by the ionosphere varies with time (space weather), location, and ray-direction.

The direct calibration of plasma effects from Earth’s ionosphere and the solar plasma on the
microwave observations, with methods such as the ionosphere-free linear combination (4.1.11) or
even with acceptable modelling of higher-order ionospheric effects does not treat the atmospheric
delay perturbations.

Mttp://irimodel .org/IRI-2016/
*https://www.ngdc.noaa.gov/IAGA/vmod/igrfl2coeffs. txt
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4.2 Estimation of mapping functions and gradients

4.2.1 Previous mapping function developments

To describe the elevation angle dependence of the atmospheric delay a signal suffers at an oblique
direction on the delay at the zenith, the mapping function concept was devised

d(e) = mf(e)d*, (4.2.1)

where ¢ is the vacuum elevation angle, mf is the mapping function, and d* is the zenith total
delay. Assuming a flat Earth (R = oc) with an azimuthally symmetric (9p/0a = 0) and
evenly stratified (8%p/0h? = 0) atmosphere, the mapping function reduces to csc (). Whilst
this approximation yields relative errors not larger than 1 cm for ¢ > 36°(17°) for the microwave
hydrostatic (non-hydrostatic) slant delay and for ¢ > 37°(6°) for the optical hydrostatic (non-
hydrostatic) slant delay, it is inadequate at lower ¢ for it does not consider the curvature of
the Earth nor the spatio-temporal changes of atmospheric density p. An asymptotic expansion
of sin (¢) leading to a rational fraction approximation (Marini, 1972; Marini and Murray, 1973)
is a more precise ansatz, provided the related coefficients stem from a reliable source (fits to
ray-traced delays from NWNMs, radiosondes or climatology)

mf = ! (4.2.2)

sin(e) +

b

sin(g) + ————
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Normalized to yield unity at zenith (Herring, 1992) and truncated at the ¢ coefficient, the map-
ping function ansatz reads

a
1+
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f
sin (c. ] +

b

sin(¢) + ———
() sin(e) + ¢

Geodetic literature on mapping function developments for microwave techniques (mainly
GNSS and VLBI) surpasses in both volume and depth the corresponding literature dedicated to
optical techniques (mainly SLR). This is justified by the fact that the choice of mapping functions
for SLR is less crucial compared to GNSS or VLBI owing to the fact that satellites are usually not
tracked at ¢ < 10° (because of eye-safety concerns)®. Ranging at low ¢ is vital for the decorrelation
of range bias errors and station height errors. Nevertheless, on account of not estimating residual
atmospheric delays - rather than range biases, parameters without physical meaning - any mf
inaccuracies contaminate the rest of the estimated parameters. Regarding microwave techniques,
unlike low-elevation GNSS observations, the VLBI observations are impervious to the effects of
multi-path scattering and phase center variations. Thus the adoption of an elevation dependent
weighting strategy as well as an elevation mask angle (e.g., 7°) is not as critical. However, to
avoid ground-noise pickup elevation dependent weighting as well as elevation mask should be

5An exception to this is Tidbinbilla, Australia for 0° < & < 36° during 1995 ,/07-1995,/09
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considered (e.g., Tahmoush and Rogers, 2000). This allows VLBI analysis to benefit from fully
utilizing low-elevation observations. However, as ¢ decrease, 0,5 rapidly increase, degrading the
positioning precision. Therefore, it is imperative that accurate mf are applied and that their
uncertainties are described stochastically in the adjustment. This explains the fact that the
major atmospheric correction developments were first established in VLBI.

In geodetic data analysis, unlike the partial derivatives of the observed group delay 07 /0h =
sin (¢) and 97/07y, = 1 that are known, Or/0d? = mf is subject to errors that inescapably
propagate primarily in the height and clock function estimates. The mf is inversely proportional
to the estimated residual zenith delay. Niell et al. (2001) suggested that o7y = 305, whereas
Béhm (2004) refined the rule of thumb to o5y = 50p,.

Due to the curvature of the Earth and the smaller scale height of the non-hydrostatic at-
mospheric component (= 1.7 km) with respect to the hydrostatic (= 6.5 km), it is mf,, > mf;.
Nevertheless, when & — 0° the ray-bending effect prevails occasionally yielding mfy, > mf,,. The
quality of mf,; is more crucial with decreasing |¢|, due to very small moisture content of air at
polar regions.

Due to Earth’s rotation and poleward density gradients, the atmosphere is thicker at the
equator so, given any ¢ mapping functions increase with decreasing |¢|. The atmosphere gets
flatter (mf — csc(e)) with increasing altitude, hence the mf increases (Fig. 4.2.1).

Hitherto one of the most accurate and def-
initely the most popular mf are the VMF1
(Boehm et al., 2006). Their reliability stems
from a precise formalism and an underlying
NWM of very high quality (ECMWF’s oper-
ational analysis). VMF1 are realized by time
series of 6-hourly a; and a,; on a global grid
as well as at fundamental geodetic sites. Due
to the fact that VMF1 are tuned for ¢ = 30°,
large relative errors with respect to ray-traced
delays appear around ¢ = (5,10)°, which is
devastating because e.g., in VLBI data analy-
sis observations at low elevations improve the
decorrelation of the estimated position height
from the estimates of the residual zenith delay
and the clock parameters, hence enhancing the precision of these parameters as well as the overall
stability of the adjustment.

An attempt to depart from the azimuthal symmetry resulted in VMF2 (B6hm et al., 2005)
where the mapping function depends additionally on the azimuth. It was determined not based on
the refractivity profiles aloft the station of interest alone, but employed the refractivity profiles of
the surrounding nodes. 3D ray-tracing was performed with a granularity of 30° in the refractivity
fields of ECMWZE’s operational analysis. Such an approach renders the estimation of gradients
unnecessary and more accurately represents the azimuthal variability, but was abandoned due
to high computational burden in spite of its superior performance.

Another effort to model the azimuthal anisotropy of the atmosphere, labeled the adaptive
mapping functions (Gegout et al., 2011), involved a Fourier expansion of coefficients of the con-
tinued fraction form. Truncating the continued fraction at the 3™ term and the azimuthal
harmonic series at the 4™ (27 coefficients) yields relative errors at the 1 mm-level under non-
severe meteorological situations. A noteworthy feature of this approach is the truncation changes
to adapt to perturbed weather events.

— i [1]
145 146 147 148 149

Figure 4.2.1: The mf, at 2017/01/01 00 UTC, em-
ploying ERAS.
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As far as SLR is concerned, the FCUL (mapping Function Commonly Used for Laser data)
family of mf (Mendes et al., 2002) is the most popular, as of now. They feature a total isotropic
mf, because the contribution of the orientation polarization of water vapour molecules to at-
mospheric refraction at optical frequencies is inconsiderable. They were determined based on
ray-tracing in radiosonde refractivity profiles of fairly limited spatio-temporal range, the vertical
discretization of which was conducted employing the observed quantities, at 22 elevations and
are tuned for A = 532nm. They claim to be valid for 355nm < A < 1064 nm and as all mf
mentioned herein apply for ¢ > 3°. FCULa depends on latitude, height and temperature, and
FCULD does not depend on the latter as it adopts the formalism suggested by Niell (1996).

A comprehensive review of mapping functions can be found in Mendes (1999) and
Nilsson et al. (2013).

4.2.2 Gradient component models

In the data analysis of space geodetic techniques utilizing microwave radiation, the azimuthally
symmetric delay component is separated into hydrostatic and non-hydrostatic, and are mapped
onto the zenith employing different elevation-only-dependent mapping functions (Sec. 4.2.1).

To account for the disregarded horizontal heterogeneities of the tropospheric delay, the most
popular approach as of now, suggests a planar troposphere with the zenith delay experiencing
only linear lateral changes, which in essence condenses to the estimation of linear horizontal
delay gradient components in two orthogonal directions, namely the North-South (Gyg) and the
East-West (Ggw) components. Thus, the atmospheric delay can be expanded to the following
expression

datm (e, ) = mfpdi + mfppdly, + mfa( G cos(a) + Gpw sin(a)), (4.2.4)

where the last addend is the asymmetric delay, and mf, is the gradient mapping function that
will be discussed in Sec. 4.2.3. This approach assumes the index of refraction varies linearly
towards supplementary azimuth angles (0°n/0z? = (). In substance, the index of refraction
field surrounding a given site is considered as a tilted plane. This assumption holds to a great
extend in normal atmospheric conditions.

Abnormal weather situations involving delay gradients in isolated directions caused by e.g.,
topography-induced atmospheric gravity waves, render the planar assumption prone to failure
(Fig. 4.2.2). To account for non-linear spatial variations in refractivity the aforementioned ap-
proach must to be adapted appropriately. To date, there are a fairly limited number of studies
that has addressed this issue. Exemplarily, Landskron et al. (2017) and Balidakis et al. (2018c¢)
have explored employing higher order terms in the asymmetric delay expansion

Gns cos(a) + G sin(a) + Gyy cos?(a)
) 2
(2 0) = mfy(e) { o + Gygcos(a)sin(a) + Ggppsin(a) , (4.2.5)
Z inj cos(jor) + Gej sin(ja),

respectively. Masoumi et al. (2017) suggested a directional model that reads

a (e, a) = mfy(e Z Gymi, (o (4.2.6)
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Figure 4.2.2: Cases of strong asymmetries in Tsukuba, at 1996-07-10 18 UTC (upper left), 2000-08-12
00 UTC (upper right), 2003-08-15 06 UTC (lower left), and 2003-08-16 00 UTC (lower right). Slant hy-
drostatic (blue) and non-hydrostatic (red) delays at ¢ = 3° by different modelling approaches: mapping
functions (solid line), mapping functions and linear horizontal gradients (dotted line), mapping func-
tions and high-order gradients (dashed line), and ray-traced delays (asterisks) calculated employing ERA

Interim.

where the piecewise function my, (o) that relates the neighbouring nodes is given by

for j=1Aa > 27— do

for j =1 A0 < b

J
(o — (27 — dav)
e '
oo — «
Sa
mg.w(a] = a—(j— 2]59‘
joar —51:(::
0,

for2<j<NA(J-2)0a<a<(j—1)a’

for 2<j < NA(j—1Déa < a < jéo

otherwise

where da = 27/ N is the azimuthal granularity of the estimated gradients.

Regarding the geodetic analysis, adopting gradient models more elaborate than the planar
in the least-squares inversion scheme assists only in cases of acute nonlinearities, especially in
the estimation of the height coordinate component and the residual zenith atmospheric delay,
when low-elevation observations are considered.
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In the absence of spatial nonlinearities in the refractivity field surrounding a geodetic site,
the estimation of additional gradient components causes an unnecessary increase in the com-
putational overhead, and slightly degrades the solution as there is high correlation between the
related columns of the design matrix. Hence more sophisticated gradient parametrization models
should not be applied invariably.

In this study, the gradient ansatz adopted is the first case of (4.2.5).

4.2.3 Gradient mapping functions

To model the azimuthal asymmetry under the assumption of a “tilted” atmosphere, the formalism
proposed by Gardner (1976) is followed. To model the asymmetric delay d7" dependence on &,
two approaches have prevailed

mfun (€) cot(e), BS98
atm (,0) = (Gnscos(a) + Gpw sin(a)) 1 - (4.2.8)
: . CH97
sin(e) tan(e) + C

A comprehensive description of which can be found in Davis et al. (1993), MacMillan (1995a),
and Bar-Sever et al. (1998) for the former, and Chen and Herring (1997) for the latter. The
tilting of the mapping function is another corollary from the linear horizontal gradient model.
The tilt amounts approximately to wG%{S +G'§JW /df, and its axis of symmetry is rotated by
tan~ ' (Gpw/Gns).

At this point the importance of mfy

o
o

ansatzes in the space geodetic data analysis is o S T Jo°
stressed for not only it does affect the gradient a0l | e S S * | Il Bses (O
components (e.g., Gys and Gpw) participat- - | L : I crs7 (01)
ing in the calculation of the partial derivatives £¥® Bl ciie7 (0'+07)
thereof, but the “assembled” asymmetric de- ?‘530 o e e
lays (4.2.8) as well. This is of great importance 85/ | ]
in the context of comparing gradients from dif- % ol
ferent software packages, as well as from dif- 2
ferent space geodetic techniques. g‘f“” """""""""""

To demonstrate this issue, ray-tracing o/ l§ | [

was performed on a spatially smooth me-
teorological data set obtained from aver-
aging over January 2017, for all surface
nodes of the underlying orography with
a granularity of 0.5°. Horizontal gra- Figure 4.2.3: Spatial average of the WRMS of the
dients were estimated from a sufficiently post-fit residuals (azimuthal fit to ray-traced delays)
dense clond of virtual sources (240), em- Dere for the two gradient mapping functions under
ploying the BS98 and CH97. The spa- considere‘Ltion. O“Iindicates no gradients, .Ol‘indi-
tial average of the WRMS of the post- ciges a linear gradient model, whqeas 0O? indicates
fit residuals per ¢ is shown in Fig. 4.2.3. 2" order components as \:Erell..E;'ldently' CH97 out-
performs BS98, and retaining 2™ order components
It is markedly clear that CH97 outper- ;g advantageous for e < 10°.
forms BS98, even when the O! terms
alone are retained. For = = [3 5 7 10 15 20]O the precision improvement is
[27.6 194 36.0 38.3 339 319 30.7] % and [54.2 70.4 64.4 5H8.7 478 43.8 41.1] %
when 2" order terms are considered. The fact that BS98 approaches oo for £ — 0, yielding un-
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reliable results at low elevations, attests to that. Fig. 4.2.4 illustrates the spatial behaviour of
the WRMS at various ¢ for BS98 and CH97 gradient mapping function models.

Mapping asymmetric delays erroneously, i.e., employing a gradient mapping function dif-
ferent to the one used for the gradient component estimation, causes non-negligible errors. For
instance, the WRMS of the differences between assembled asymmetric delays with BS98 and
CHO7 over all nodes on Earth’s surface with a granularity of 0.5°, for ¢ = [3 5 7 10 15 20}0
is [17.3 6.3 5.0 3.1 16 0.9] mm for o = 0°, and [11.2 52 34 19 09 0.5] mm for
o = 90°, respectively. Retaining only the CH97 results, the differences between the assembled
asymmetric delays and the ones composed employing the product of the symmetric mapping
functions with cot(e) are illustrated in Tab. 4.2.1. Note that while the error appears to be
random in the East-West direction, it manifests into a bias in the North-South direction.

To determine whether employing BS98 or CH97 yields systematic effects in the estimated
gradient components, ray-tracing was carried out in ERAS5 refractivity tensors composed of
monthly means of daily means spanning the period 2000.0-2018.0. All parameters that GFZ-PT
(cf. Sec. 4.3) features were estimated. Figure 4.2.5 illustrates the bias and the S, amplitude of
the differences (BS98 minus CH97). The asymmetric delay predicted by CHY7 will be larger (in
an absolute sense) compared to the BS98 because part of the signal has already been described
by the mf,;. For instance, in the Northern hemisphere Gyg is negative on average; Fig. 4.2.5
demonstrates that the CH97 is “more negative” in the Northern hemisphere, and “more positive”
in the Southern hemisphere. The bias in Gng manifests in an artificial antipoleward displace-
ment of the North-South coordinate component thus introducing a spurious scale offset to the
underlying reference frame. An offset in T is also to be expected because of the uneven station
distribution between North and South hemisphere.

The hydrostatic and non-hydrostatic delay as a function of azimuth are not always in phase
(cf. Fig. 4.2.2 upper left). A 2°d order gradient model is a more appropriate ansatz compared to
the tilted plane formula. Retaining 2°9 order terms in the gradient expansion yields a precision
improvement of [36.7 63.2 44.3 33.1 21.1 17.5 15.1] mm for & = [3 5 7 10 15 20]0‘

Table 4.2.1: The impact of employing inconsistent gradient mapping function and gradient compo-
nents. The graphs present the discrepancies between assembled asymmetric delays employing CH97, and
BS98 with the hydrostatic (left) and non-hydrostatic mapping functions (right), at 3°, 5°, 7% and 10°,
respectively.

[mm)] mfy cot (<) mifnn cOL(<)

a=10" a = 90° a=10" a = 90°

mean -3.1 -0.6 -0.2 -0.1| -0.0 -0.0 -0.0 -0.0] -40 -08 -0.3 -0.1] -0.0 -0.0 -0.0 -0.0
min -145.7 -30.0 -9.2 -2.4|-176.8 -36.4 -11.1 -2.9]-194.5 -40.3 -12.4 -3.3]-239.7 -49.5 -15.2 -4.0
max 183.8 379 11.6 3.0| 202.1 41.6 127 3.3| 240.5 49.9 154 4.1] 260.4 541 16.7 4.4

In this study, the gradient mapping function ansatz adopted is the one proposed by
Chen and Herring (1997). Nevertheless, the scale height exerts strong control on the param-
eter C' in (4.2.8) thus rendering the latter dependent upon space and time, as well as variable
between the hydrostatic and non-hydrostatic delay component. To this end, for the first time,
C' was estimated from the analysis of ray-traced delays in a consistent adjustment together with
the gradient vector components, separately for the hydrostatic and non-hydrostatic delay com-
ponents, as well as for the total delay. Based on 38 years of ERA Interim, Fig. 4.2.6 illustrates
the estimated C; and the uncertainties thereof. Due to the fact that the estimation of C; is
highly unstable in the absence of atmospheric asymmetries and that C; does not display notable
seasonal variability — the relative power spectral density is in most cases well below 1% — the
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Figure 4.2.4: The WRMS of the post-fit residuals of gradient estimation (azimuthal fit to ray-traced
delays) for the BS98 O! (15* column), CH97 O' (2°? column), and CH97 O'+0O? (3" column). The rows
correspond to elevation angles of 3, 5, 7, 10, 15, and 20 degrees, respectively.
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Figure 4.2.5: Differences in the average {(upper row) and S, amplitude {lower row) between gradient
components (Gys left and Ggw right) estimated employing the BS98 or CH97 mf,, from ERAS refrac-
tivity tensors.

hydrostatic C},, the non-hydrostatic C,;, and the total C; were estimated as “global parameters”
over time by employing the Helmert-Wolf blocking method. Prior to the least-squares adjust-
ment observations with no atmospheric asymmetry were filtered out for they are irrelevant to the
parameter of interest. To estimate the C; as a global parameter over time and space, the area
each grid node represents was factored in as a weight. Table 4.2.2 displays the C; coefficients
over land, ocean, and both. C; was also estimated epoch-wise by imposing inequality constraints
around the spatiotemporal average and a Tikhonov regularization.

Table 4.2.2: Gradient mapping function coeflicients estimated from ray-traced delays in ERA Interim.

Cp 1] Cuw 1] Ci |1
land 0.00304 0.00081 0.00302
ocean 0.00314 0.00072 0.00310
land+ocean 0.00309 0.00075 0.00306

Nevertheless, a more faithful representation of the physical effects, that is a custom Cj, and
Cyp, in lien of a constant 0.0032 yields a precision improvement of maximum 3 mm for rays at
3° (Balidakis et al., 2018¢). Due to the fact that such an improvement is overshadowed by the
accuracy of the NWMs, and that comparing gradient components estimated as such becomes
very complicated, for the remainder of this work, a constant C' is used.

Recapitulating, to properly account for the tropospheric delay of observations near the hori-
zon, the choice of mapping function is crucial. In this section, it has been demonstrated that:

[ the gradients components estimated employing different gradient mapping functions are
not comparable whatsoever,

O the asymmetric delays assembled employing different gradient mapping functions (same as
the one employed for the estimation of the components thereof) can deviate largely at low
elevation angles,

[0 the WRMS of the post-fit residuals employing CH97 are always smaller that those em-
ploying BS98 gradient mapping functions, that indicates the supremacy of the former,
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Figure 4.2.6: Gradient mapping function coefficients employing the CH97 ansatz truncated to the 15
order. The 38-year average fields of the total C%, hydrostatic "y and non-hydrostatic €, gradient mapping
function coefficient are illustrated in the upper left, middle, and right panel, respectively, as well as the
dispersion thereof: o¢,, o¢,, and o¢, (lower row). The spatiotemporal mean is indicated by white.

and

O the choice of the gradient mapping function coefficient C' (estimated or fixed value) should
the CH97 ansatz be adopted, does not impact on the asymmetric delays appreciably.

4.2.4 Potsdam mapping functions

The development of the Potsdam mapping functions (hereinafter PMF) in the framework of
this thesis is motivated from a number of shortcomings identified in existing mapping functions.
Some of these are outlined in the following:

0 Employing a constant radius of curvature in lien of an Eulerian or even Gaussian
(cf. Sec. 4.1.1) introduces a spurious scaling of all ranges as a function of sin (2¢ — 45°),
thus introducing latitude-dependent height offsets as large as 5mm at the equator and the
poles.

0 Caleunlating the ay, and a,;, coefficients alone does not vield optimal mapping factors in
terms of precision. The a5, and a,;, estimated together with the related b and ¢ coefficients
following the PMF concept are more precise than those calculated employing the VMFE3
concept.

O VMF1/VMF3 products are based on ray-tracing on refractivity fields at 37 pressure levels
that are poorly resolved (1°), whereas PMF’s underlying model has a better horizontal
(0.25%) and vertical (137 model levels) resolution.

[ The orbital altitude dependence is completely ignored since all VMF1/VMF3 products are
tailored for VLBI. Employing such mapping functions in DORIS data analysis introduce a
constant height bias.

[0 The additional ray-bending induced by the ionosphere is not accounted in any of the
previous considerations.

[0 No NWM-driven mapping functions are available for optical frequencies, as of this writing.
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The PMF were originally conceived by Florian Zus.

PMF is driven by atmospheric delays calculated from a rigorous ray-tracing algorithm
(Zus et al., 2012, 2014) based on the Euler-Lagrange equation derived from Fermat’s princi-
ple (cf. Sec. 3.2). To enhance the computational efficiency of the algorithm, the “no out-of-plane
bending” assumption is adopted implying that the direction of the refractivity gradient is always
towards the center of the osculating sphere (9n (x)/0¢ = 0n (x) /OX = 0). This simplification
induces relative errors only at very low elevations (¢ < 7°), that are below the accuracy level of
state-of-the-art meso-3 NWM fields (e.g., 1 cm at 3°). Such a setup allows processing 10° rays per
second in an open multiprocessing environment (omp) employing an off-the-shelf PC. Since the
time complexity decreases almost linearly with the increasing number of threads, much higher
figures are to be expected should DNS be run in a cluster.

For the construction of the time-dependent atmospheric density field, ERA Interim, ERAS,
and ECMWF’s operational model have been utilized depending on the task in need of addressing;
ERA Interim and ERAS have been utilized to generate PMFs for the VLBI and SLR reprocessing
(starting from the 807), whereas ECMWF’s operational model is utilized in the framework of the
processing for the IVS combination.

The slant hydrostatic and non-hydrostatic delays between emitter (e.g., quasar, satellite, or
DORIS beacon) and receiver at a given epoch, at a given direction (£, &) are computed separately
by numerical integration of the frequency-dependent refractivity field along the optical path that
has been determined via ray-tracing. Since the impact of the numerical integration method
adopted dissipates with more finely sampled rays, Simpson’s rule is adopted instead of the
trapezoidal rule, the Gauss-Lobatto quadrature, or the 1D Gauss-Legendre quadrature — the
2D Gauss-Legendre quadrature is adopted for the evaluation of loading displacements (cf.(5.1.3)).

The fitting ansatz selected for the PMF reads

datm = mfyd;i + mfopdy,
+ mfy(Gyg cos(a) + Gpw sin(a) (4.2.9)
+ Gy cos®(a) + Gypsin(a) cos(a) + Gpp sing(a]),

where dgg, denotes the ray-traced delays in the NWM. The factors mf; and mf, describe the
dependence of the symmetric and the asymmetric delays (Herring, 1992; Chen and Herring, 1997)
on g, respectively. The continued fraction form has been adopted (Marini, 1972) expanded to
third and first order for sin(z) and sin(e) tan(z), respectively

a;
1+ -
1+ n
L+ , fori=hvnh
a;
mfi = < sin(e) + - ; , (4.2.10)
. i
sin(e) + sin(g) + ¢
1
, for i =
( sin(e) tan(e) + C" g

Further expansions, hence more coefficients marginally improve the precision (below 1mm at
e = 3°) at a number of extraordinary cases. Nevertheless, the additionally estimated coefficients
e.g., dj, ej, ete. fail the tests of statistical significance (e.g., 0.001 %).
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To ensure a well-posed adjustment problem, the directions are carefully chosen. To avoid
multicollinearity and to expedite the ray-tracing process, rays should not have a granularity as
low as de = dav = 1°, especially for meso-f NWMs. To allow for the description of features such
as non-linearities in the asymmetric delays, adopting dcv = 15° suffices. The optimal £ vector
is such that |(mf; — mfi)/(c; —€;)|, is constantly decreasing with increasing ¢. The number
of azimuth points with constant elevation can also be reduced with increasing elevation angle
in a fashion similar to the reduced Gaussian grid concept adopted for the geophysical loading
simulations (cf. Sec. 5.1.3). Nevertheless,e = [3 5 7 10 15 20 30 50 70 90]°has been
found sufficient (e.g., Boehm and Schuh, 2004; Nilsson et al., 2017b).

For PMF, the mapping function coefficients a;, b;, and ¢; are estimated separately for the
hydrostatic and the non-hydrostatic delay component based on ray-traced delays on the profile
aloft the site of interest. For previous realizations (e.g., VMF1/3) only a; is a discrete function
of time and is not estimated rather than calculated following

o 1 — mfi(e) sin(e) '
a; = e ! \ (4.2.11)

b b
sin(e) + ——— 1+
sin(g) + ¢ l1+¢

for ¢ = 3°. The observation equations consist of the first case of (4.2.10) where mf; = d;(¢)/d;.
To describe the NWM-related uncertainties of low elevation atmospheric delays, a weighting
scheme is applied (Zus et al., 2015b)

Pyj = 45 sin(g;) sin(g;), (4.2.12)

where &;; denotes Kronecker’s delta. The design (Jacobian) matrix reads

.
J= [amf om.f 3mf] ’ (4.2.13)
da b de

where the partial derivatives read

omf 1 N
da (1 + 1.E|)__L) D R (ﬁg - sin(z—:)) p?’

o - cl - ¢ ,and }
P e sin(©) (ot + sin(s))2D2 1+0)(1+ 1_38)29' (42.14)
omf _ ab abN

Oc

27 z2 5
(1 +c]2 (1 + lic) D (c+sin (s])2 (sin (e) + Ws?n - ) D?

where N and D are the numerator and the denominator of (4.2.10), respectively. The non-linear
least-squares adjustment converges to the sub-mm level within a couple of iterations. In most
cases fitting non-hydrostatic mapping function coefficients requires more iterations.

A priori mapping function coefficients are obtained from relevant component of GFZ-PT
(cf. Sec. 4.3). In most cases, a couple of iterations yield precision better than 1 mm at 3°. Should
an identity matrix be adopted for the aforementioned least-squares adjustment in lieu of (4.2.12),
in the presence of strong inversions there will be no convergence, even employing a damped least-
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Figure 4.2.7: Uncertainties of pressure (left), temperature (middle), and relative humidity (right) from
a 10-member ensemble of ERAS data assimilations (2018/01/01 00:00).

squares estimator (Levenberg-Marquardt method). Such cases (usually on the non-hydrostatic
component) are treated by imposing absolute constraints on the estimation of b; and ¢;, that is,
introducing additional equations for these parameters with relatively large weights, what might
be equivalent to fixing those parameters to the values obtained from GFZ-PT. Adopting (4.2.12)
renders such an elaborate scheme inessential.

To estimate the gradients, (4.2.9) serve as the observation equations where mf; and mf; stem
from ray-tracing in the refractivity profile. That is for the ¢ component:

di(e, Oi] - mf'fidf = E;}sm(E, Oi], ("1215)

where d*™ follows the first case of (4.2.5). Unlike the least-squares fitting of mapping functions’
coefficients, gradient estimation is a linear problem hence no a priori values are necessary. A
distinction between hydrostatic and non-hydrostatic gradients is not possible from space geodetic
observations alone, a fact that would suggest estimating total gradient components instead of
separated. Nevertheless, while such a strategy is computationally more efficient there are a
number of cases (upper left of Fig. 4.2.2) where the asymmetric delays are not in phase thus
giving rise to non-linear gradients with no physical meaning (resonances). If a sufficient number
of observations is utilized (e.g., more than 12 per elevation) the estimating 2°d order gradients
has no practical impact on the estimation of Gng and Ggw. Moreover, this fitting benefits by
applying (4.2.12) as well.

State-of-the-art NWMs such as ERAS provide uncertainties of the meteorological fields in-
volved in the process of calculating atmospheric delays with ray-tracing. For instance, Fig. 4.2.7
illustrates the uncertainties for pressure, temperature and relative humidity from a 10-member
ensemble of ERAS data assimilations resolved at 63km. Figure 4.2.8 displays the average for-
mal error of the lowermost level of the meteorological tensors necessary to calculate atmospheric
refraction effects. Note the systematically larger uncertainty of humidity in the tropics, as well
as the larger uncertainty of pressure and temperature in regions with fairly sparce data e.g.,
Antarctica and Central Africa. Nevertheless, due to the fact that as of 2018 these estimates are
too optimistic and that meteorological quantities at neighbouring voxels are heavily correlated,
no claims for accuracy can be made employing the simulated NWM data alone. Notwithstanding
these limitation, the fact that the scatter of the post fit residuals at 3° is below 1 mm renders
PMF very precise.

Estimating b, ¢, C, Gy, Gyg and Ggg causes a negligible increase in the computational
overhead but results in a closer fit to the ray-traced delays (cf. Fig. 4.2.2). Figure 4.2.9 displays
the PMF products for the VLBI setup for a single epoch.

The coefficients estimated above are suitable only for the space geodetic technique for which
the ray-tracing was performed. Since this thesis deals with all four space geodetic techniques,
dedicated ray-tracing was carried out and therefore separate PMFs were estimated. In the
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Figure 4.2.8: Average formal error of basic surface fields of ECMWEF's operational analysis. The graphs
show the fields of pressure (left), temperature (middle), and specific humidity (right).
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Figure 4.2.9: The PMF products at 00:00 UTC January 1°* 2017, employing ERA Interim: dj, (upper
left) and d?, (upper-right), the mapping function coefficients (2" and 3™ row), linear horizontal gradient
components (4™ row), and 2" order gradients (last row).
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framework of Balidakis et al. (tted), 6-hourly mapping functions and gradients estimated in
the PMF fashion were uploaded for GNSS, SLR, VLBI, and DORIS, for all stations with a
contribution to the latest ITRF: ftp://ftp.gfz-potsdam.de/pub/home/kg/kyriakos/PMF/. As
of this writing, a number of scientists have used the PMF such as Krzysztof Soénica (Bernese),
and Rolf Konig (EPOS-OC).

4.2.5 Berlin mapping functions

The fully-fledged Potsdam mapping functions, that is symmetric and asymmetric component
(4.2.9), are capable of a very precise description of the atmospheric delay. Nevertheless, due to
the fact that even the accuracy of state-of-the-art NWMs is not satisfactory for high-precision
geodetic applications, a number of tropospheric parameters has to be estimated in the adjustment
of — as of this writing — microwave space geodetic observations. In these cases the role of the
tropospheric model is dual:

O first to reduce the related observations (e.g., interferometric group delays, ionosphere-free
pseudorange and carrier phase observations, laser ranges); and

0 second to form the partial derivatives for d7,, as well as the gradient components should
the BS98 mf, be adopted.

The PMF, as well as other state-of-the-art operational mapping functions such as VMF3
(Landskron and Bohm, 2018b) and UNB-VMF1 (Nikolaidou et al., 2018a) treat rigorously only
the first point, when complemented by gradients. The only possibility to address the 24 point
in a manner that the tropospheric asymmetry is considered in the related partial derivatives, is
to apply ray-traced delays in the geodetic analysis employing the ratio dagy,/d;, as a mapping
factor. While such an implementation does not encompass a heavy computational burden for
VLBI, it is fairly impractical for a multi-GNSS high-rate reprocessing campaign spanning two
decades and hundreds of stations, as there is no such service. To this end, developed here, the
Berlin Mapping Functions (hereinafter BMF) addresses these shortcomings by featuring a pre-
cise parameterized ansatz — thus eliminating the need for performing ray-tracing — where the
anisotropy is mostly embedded in the mapping function coefficients. Following the BMF concept,
the assembled atmospheric delay is calculated by

datm (€, @) = mfy (e, ) diy + mfpp(e, @) dgy, (4.2.16)

where the mapping functions (mf;) are dependent upon elevation and azimuth

|+ a?'_ia(] )
i
mfi(e,a) = ! :E;()G) , (4.2.17)
sin(e) + ’ b
sin(e) + .

sin(e) + ¢i(«@)

and the related coefficients are given by

aila) = af + a;-NS cos(ar) + a,;-_EW cos(a) + a;-NN cos® (o) + a;-NE cos(a) sin(ar) + (L;EE sin” ().
(4.2.18)
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Higher harmonic expansions in (4.2.18) are possible but do not offer a statistically significant pre-
cision improvement. Note that unlike Gegout et al. (2011), (4.2.16) does not feature a separate
term for asymmetric delays, as it has already been described in (4.2.17).

In terms of assembled delays, PMF and BMF yield almost identical results. PMF and BMF
deviate only under conditions where strong non-linear gradients exist e.g., Fig. 4.2.2. These dif-
ferences can be abridged should a site- and time-dependent gradient mapping function coefficient
C; be estimated.

To determine whether PMF or BMF are more suitable for geodetic analysis, let us make a
thought experiment. Suppose the underlying NWM utilized to generate the ray-traced delays
that are in turn employed as observations to estimate PMF and BMF is perfect. The observation
equation in a typical PPP-like adjustment (Zumberge et al., 1997) — where the ambiguity term
has been dropped for the sake of simplicity — adopting the PMF concept reads

datm — (mfy(e)di + mfg( Gng cos(a) + Gpw sin(a)
+ Gy cos? (o) + Gy cos(ar) sin(a) + Gppsin®(a))) + w (4.2.19)
= mfun(e)dyy, + mfy(6 Gyg cos(a) + 0 Gpw sin(a) + clk + 6x,

where dg, are ray-traced delays, and w is the system-dependent observations’ noise. The pa-
rameter space is comprized by [déh 6Gns 0Grw clk 5x]T‘ Adopting the BMF concept,
(4.2.19) turns into the following

datm — mfp(e, @) df + w = mfy(e, o) dyy, + clk + 6%, (4.2.20)

thus reducing the number of troposphere-related parameters to a third: [(l_jh clk 6x] T, should
they be set up at identical intervals. While gradient components can be estimated in (4.2.20) the
physical interpretation thereof would be just a correction to the asymmetric delays. The BMF
and PMF parameters are related with the following

(mfBME — mf MY a2 ~ mf, ((GRYT — GRET) cos(@) + (GEWT — GEWT) sin(a)).
(4.2.21)

Hence, BMF should be preferred in studies where there is no interest in gradient component
estimates (e.g., TRF-related work, IWV trend estimation) and the underlying NWM is very
accurate. On the other hand, PMF should be favoured if for instance the task is the assimilation
of GNSS-derived gradients into NWNMSs, or if the underlying NWM is not accurate enough. From
the developer’s viewpoint, BMF does not require ray-tracing in the profil aloft the site of interest
— hence 9 rays fewer to process per station per epoch — but requires the estimation of more
parameters in the post-ray-tracing phase. Let n denote the fraction truncation, and m denote
the number of harmonic terms; for the (non-)hydrostatic component, PMF’s ansatz requires the
estimation of n +m parameters, whereas BMS’s ansatz requires n(m+ 1). For standard geodetic
processing the estimation of gradients is easily handled provided a good observation geometry,
without inducing a significant computational overhead. Moreover, estimating additional param-
eters from geodetic observations allows to compensate shortcomings in the NWMs” atmospheric
state simulations, should a satisfactory observation geometry be available. Nevertheless, when a
reduced parameter space is sought, to analyze data sets such as the Intensive VLBI sessions the
BMF is a reasonable choice for the omission of estimating gradients has a much smaller impact
on the other quantities comprizing the parameter space.
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4.3 Development of the empirical atmospheric model GFZ-PT

Developed here, GFZ-PT serves the description of meteorological parameters (in the broad
sense) that are essential for geodetic and climate applications as harmonic expansions in lieu
of discrete series, cf. Sec. 4 of Balidakis et al. (2018c). There are a number of applications for
empirical meteorological models, that is, sets of coefficients estimated from the adjustment of
meteorological observations or NWMs. Empirical models are useful — among others — for
real-time applications (e.g., real-time GPS tracking), for identifying erroneous data points (e.g.,
homogenization), and most commonly as a back-up for systems in the event of failure (e.g.,
replacement of missing pressure values in VLBI processing). However, it is expected that the
ever-improving publicly available short-range weather forecasting will eventually eclipse the us-
age of empirical models. There has been a large number of such models with varying popularity:
UNB3m (Leandro et al., 2006), GPT (Boehm et al., 2007), GPT2 (Lagler et al., 2013), Trop-
Grid2 (Schiiler, 2014), GPT2w (Bohm et al., 2015), and GPT3 (Landskron and Bohm, 2018b),
to name a few.

The development of GFZ-PT is motivated from the lack of a number of important features
in the aforementioned models. For the first time GFZ-PT features (i) high-frequency harmonic
terms (e.g., S; and two overtones thereof), (ii) robustly estimated rates, (iii) a precise har-
monic description of gradient vector components, and (iv) additional coefficients tailored for
optical observations, all estimated rigorously from ray-traced delays. In particular it has har-
monic coefficients at annual (S,), semi-annual (Ssa), ter-anmal (S¢a), 11-yvear (S11), diurnal (S1),
semi-diurnal (Sg) and ter-diurnal (S3) frequencies. GFZ-PT considers the following ensemble of
parameters:

[J pressure, temperature, relative humidity,

O zenith delays, mapping function coefficients, and gradient vector components of the 1%* and
ond order,

[J water vapour-weighted mean temperature and integrated water vapour,

determined at the nodes of an equi-angular 0.25°x0.25° ECMWF orography. Parameters at
overtones of frequencies at which variations dominate (typically annual) have been set up, to
improve the WRMS of the post-fit residuals. The effects that GFZ-PT describes are partly
caused by the differential heating of Earth’s atmosphere. However, due to the fact that the
processes of perpetual heating and cooling do not take the same time, it is not possible to describe
such harmonic variations by a single sinusoid (G. Beyerle, personal communication). Hence, to
describe the 2" order effects, harmonic terms at twice the initial frequency are set up. While
this process can continue up to the point where the Nyquist frequency has been reached, or the
signal has been developed to an infinite number of harmonic terms, from a statistical viewpoint it
is inessential and does not serve the initial purpose of this endeavour. The coefficients for zenith
delays (dj and d?,), mapping function coefficients (ap. by, cn, anp. bop, and ¢y ), and gradient
vector components (Gys, Ggw. Gy, Gyg. Gpg) stem from rigorous ray-tracing employing DNS
(Zus et al., 2012, 2014). The water vapour-weighted mean temperature (7},,) and the integrated
water vapour (IWV) are determined from numerical integration in the model levels

P,
/ %Z “Ldn
To= e (4.3.1)
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where P, is the partial pressure of water vapour, T is the temperature, Z 1 is the inverse
compressibility factor (3.3.6), and h is the geodetic height, and

1 [ 08P
IHV—E/Q%%Q (43.2)

where g denotes the WMO-defined gravity acceleration (9.806 65 ms~?2), Q is the specific humid-
ity and P is the total pressure.

Let y denote any of the aforementioned parameters. Given the location GFZ-PT’s ansatz y
is a function of the day of year (DoY) and the hour of day (HoD), and consists of the following

3
, . DoY ; . DoY
y(t) = a+ap+ Bt —to) + ;C‘t cos (27”365.25) + S sin (27”.365‘25)

3
HoD . .HoD
+ ;Cj oS (27r3 7) + s sin (27r3 7) .

The term « is the long-term average of y. The linear trend of y, 3, is robustly estimated
employing a variant of the Theil-Sen estimator

Y — UYm

4 7 tm

<r (4.3.4)

8= median( ) N> m and |t; —t,, —argmax(PSD(y,0y))| <7

where the signal y; is sampled at the epoch £;, PSD denotes the power spectral density estimator
operator, o, represents the uncertainties of y, and 7 is the relaxation coefficient. The incentive
behind inserting 7 in (4.3.4) is computational efficiency. MIDAS (Median Interannual Differ-
ence Adjusted for Skewness) was introduced by Blewitt et al. (2016) and slightly modified by
Balidakis et al. (2018c) to better consider site-specific seasonal variations. The coefficients C;
and S; refer to long-wavelength harmonics (Sa, Ssa, and Sia) and are estimated employing ERA
Interim reanalysis fields (0.5°x0.5° on 60 model levels) spanning the period 1979.0-2018.0. The
coefficient ¢; and s; correspond to the high-frequency harmonics (Sq, S2, and S3) estimated from
hourly ERAS5 reanalysis fields (0.25°x0.25° on 137 model levels) spanning the period 2008.0-
2018.0.

Harmonics at longer periods e.g., around the 5-year mark (for phenomena such as El Nino),
or around the 11-year mark (for the solar activity Schwabe cycle), have also been investigated.
Frequencies lower than 1 cpy yield no statistically significant improvement on the expansion of
(4.3.3) for any of the parameters studied herein, hence they were dropped. The 11-year sunspot
cycle slightly affects the amplitude of the both low- and high-frequency terms; the S; amplitude
of temperature and pressure variations differ up to 1.8 °C and 0.5 hPa, respectively. Nevertheless,
due to the fact that only 10 years of ERAS being released as of this writing, and that the Sy
terms are fairly small (cf. Fig. 4.3.3), the 11-year harmonics are not retained at the official version
of GFZ-PT (Balidakis et al., 2018c), but are kept herein for the sake of completeness.

Prior to the least-squares fitting, a high-pass 3'¢ order Butterworth filter with a cut-
off frequency of 72h was applied for the estimation of the high-frequency harmonics (e.g.,
Dobslaw et al., 2017b) utilizing ERA5 data. To account for the correlation between neighbour-
ing (in the temporal domain) observations in the estimation of the low-frequency harmonics,
the generalized covariance model of Hirvonen was utilized in the least-squares adjustment (e.g.,
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Figure 4.3.1: IWV rates (1°* row) and S, amplitudes (274 row) estimated employing ERA Interim fields
(left), ERAS fields (middle), and the differences thereof (right}, for the period 1979.0-2019.0.

Hirvonen, 1962; Kotsakis, 2007)

Co

3

where the signal variance Cy and the correction time lag & are site- and parameter-specific.

Although ERA Interim and ERAS (its successor) are similar in many aspects (e.g., S, har-
monics), they display differences in some of the trends. This statement is illustrated in Fig. 4.3.1
where the IWV trends from ERAS and ERA Interim are calculated on an 0320 grid, as well as
the differences thereof. Positive IWV trends are underestimated in 40 % of the cases by ERA
Interim, whereas negative trends are underestimated in 3% of the cases. These differences can-
not be attributed to orographic discrepancies solely. For periods well below a climate norm,
the differences are amplified stemming from the fact that IWV trends are to a certain extend
non-linear (cf. Fig. 4.3.2). To elaborate on the source of these differences other than ascribing
them to the assimilation systems (IFS ¢31r2 (2006) for ERA Interim, and IFS e¢41r2 (2016) for
ERAS) and the data ingested therein is beyond the intended scope of this work. The author
plans to recalculate all GFZ-PT parameters upon the release of ERAS fields spanning at least
30 years.

In the context of propagation delay corrections, pressure, temperature. and relative humidity,
are essential to calculate a priori zenith delays for both microwave- and optical-frequency-based
techniques. Most important are the low-frequency waves mainly because the amplitudes are
significantly larger. Another reason is that a number of parameters such as stations coordinates
and EOPs is estimated within a 24-hour long batch adjustment, ergo assuming a normal observa-
tions’ distribution in time and quality all effects with an integer number of cycles within one day
will probably dissipate to an extend. Figure 4.3.3 illustrates the low-frequency harmonic terms
for P, T, and RH. The last column of Fig. 4.3.3 displays the scatter of the post-fit residuals
that suggests the regions where (4.3.3) is successful in the signal description. For instance, for
pressure, this is not the case for parts of the Arctic Ocean, the north part of the Atlantic Ocean,
the North Pacific Ocean, and the Southern Ocean (especially across the ACC and in the area
around Drake Passage). The pressure variability in these regions is strongly non-harmonic with

C(dt) = (4.3.5)
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Figure 4.3.2: IWV frends (left) and IWV annual amplitudes (right) at Algonquin Park (Canada),
estimated employing ERAS data. For the estimation thereof the length of the time series as well as the
first and last epoch were varied.

the maximum PSD being well below 10 %. Non-harmonic signals are the reason an analytic
function cannot suffice for the description of temperature series in the poles, and of RH series
in southern and east Africa, Australia, or Iran.

For VLBI, temperature observations are necessary to account for the thermal deformation
of the antennas. If this effect is not properly considered, it manifests into several parameters
such as station coordinates and the scale of the implied frame, thus increasing the PSD thereof
at S, (mainly) frequencies. Wresnik et al. (2007) have shown that thermal expansion introduces
an S, signal with an amplitude of 1 mm. Additionally, it has been shown recently employing ad-
vanced spectral methods that a significant portion of the baseline length variability is of thermal
origin (Ghaderpour and Pagiatakis, 2017). Moreover, in the torrid zone as well as elsewhere,
the S; variations are larger than the S, variations, rendering the latter necessary to accurately
describe the temperature series analytically. Figure 4.3.4 illustrates the high frequency waves for
P. T, and RH, predicted by GFZ-PT. As for the high-frequency P variations, the contribution
of atmospheric tides (cf. Sec. 5.2.1) to dj induces systematic variations as large as 13 mm., thus
prompting that the high-frequency parameters in GFZ-PT’s expansion are crucial. The esti-
mation of harmonic coefficients for more waves (for barometric pressure) at frequencies higher
or equal than three, and lower or equal than one cycle per day has been investigated in the
framework of tidal atmospheric pressure loading (cf. Sec. 5.2.1). Pressure anomalies from waves
other than S; and Ss have a contribution to the zenith delay that is smaller compared to the
uncertainty of the underlying weather model. For the estimation thereof, Doodson’s fundamental
arguments need to be parsed additionally (e.g., Doodson, 1921; Wilhelm and Ziirn, 1984).

The reference temperature of GFZ-PT has been assessed as well. Alternating the reference
temperature between GFZ-PT and the current standard, GPT, a virtual displacement no larger
than 0.2 mm (e.g., for HOBART26 and BADARY) is introduced in the radial coordinate component.
Due to the fact that GFZ-PT is derived from 39 years of 0.5°-resolved ERA Interim and GPT is
derived from only 3 years of monthly-mean 15°-resolved ERA40 (the predecessor of ERA Interim)
data, one can postulate that the reference temperature from GFZ-PT is more precise. Save for
S. and S; the contribution of all other temperature waves, individually, is moderate and does
not exceed 1mm (transformed to thermal expansion) at most VLBI sites.

Another novelty of GFZ-PT is its featuring harmonics for linear and non-linear gradient
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Figure 4.3.3: The amplitudes of low-frequency harmonics of pressure (15" column), temperature (2“d
column), and relative humidity (3“" column), employing ERA Interim. The graphs present the amplitudes
of the S, (1** row), Ssa (279 row), S:. (3“’] row), and Sy (4t'h row) harmonics, as well as the scatter of
the post-fit residuals thereof (5“‘ row). Note the different color scales.
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Figure 4.3.4: The amplitude of high-frequency harmonics of pressure (13" column), temperature (274
column), and relative humidity (3™ column), employing ERA5. The graphs present the amplitudes of
the Sy (1°* row), S» (27 row), and S; (3™ row) harmonics, as well as the scatier of the post-fit residuals
thereof (4™ row). Note the different color scales.

components for both microwave and optical frequencies. To the author’s knowledge no study
has estimated gradients for optical frequencies, nor the seasonal and high-frequency harmonics
thereof. Previous studies that attempted to model the gradients provided only gridded offsets
in a fairly low spherical harmonic expansion, that is 9 for Béhm et al. (2013b), or site-specific
offsets at a few VLBI sites (MacMillan, 1995b; MacMillan and Ma, 1997). Employing a priori
information to constrain the gradient estimates from VLBI or GNSS analysis vields small differ-
ences unless the observation geometry is very poor or/and heavy weights have been applied to
the relevant observation equations (Nilsson et al., 2017b). Such cases include but are not limited
to early VLBI sessions and the Intensives. Examining the gradient series, it is apparent that they
have a large scatter from which several harmonics emerge, S, is the most important harmonic for
all gradients considered herein, at both microwave and optical frequencies. For microwaves, S,
induces systematic variations in the tropospheric delay as large as e.g.. 40 mm at 7° in the tropics.
As water vapour redistribution does not affect the propagation of lasers appreciably, the signal
amplitude of the related gradients is largely diminished. Figure 4.4.11 displays that for lasers
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Figure 4.3.5: Zenith total delay (left), Gng (middle), and Ggw (right) rates for microwaves (upper row)
and lasers at 532 nm (lower row) from 39 years of ERA Interim.

the S, amplitude of the asymmetric delay in the tropics is at the 1 mm level for 10°, whereas at
middle latitudes (North Pacific Ocean) it can reach 9mm for 10°. The seasonal amplitudes of
Grw are much smaller as their variability is mainly driven by weather. Nevertheless, decent S,
amplitudes are discerned in the vicinity of mountain ridges (e.g.. Andes, Himalayas, and Pacific
coast ranges of North America) and coastal areas (e.g., south Atlantic coast of Morocco, coast
of Red Sea, coast of South Africa, and Andaman Sea coast). Notwithstanding the absence of
the aforementioned features in optical S, for Ggw, both microwave and optical Grw have co-
herent S, amplitudes for || > 30°. Due to the small contribution of water vapour in the optical
gradients, they are more suitable for a seasonal fit than the microwave gradients.

The long-term trends especially in the IWV and temperature time series have been repeatedly
confirmed not to be spurious employing independent data sets such as meteorological sensors,
NWMs, GPS, and VLBI (e.g., Heinkelmann et al., 2007; Nilsson and Elgered, 2008; Haas et al.,
2010; Alshawaf et al., 2017). Due to the fact that (i) the IWV trends (consequently the d?,
trends too) display non-uniform spatial patterns (cf. Fig. 4.3.1), and (ii) Gng and Ggw to an
extend describe the change of the zenith delay along the meridian and parallel, respectively,
gradient trends are a fact. Figure 4.3.5 attests to that by illustrating microwave and optical
zenith delay and gradient trends. The agreement is excellent for both microwave and optical
delays.

The software accompanying the coefficients (bias, trend, S11, Sa, Ssa, Sta, S1, S2, S3) allows
the extraction of all the aforementioned parameters specifically tailored for microwave or optical
frequencies (366 nm < A < 1064 nm), any orbital altitude (150 km < H, < oc), and any station
height. Further details on these reductions are provided in Sec. 4.4.

4.4 Atmospheric ties

Atmospheric (or tropospheric) ties are understood as corrections for parameters such as the zenith
delays, the gradient vector components, and the mapping factors, that refer to neighbouring
geodetic observing systems. The differences may lie solely in the spatial component (intra-
technique atmospheric ties, cf. Sec. 4.4.1), in the technique (inter-technique atmospheric ties,
cf. Sec. 4.4.2), or in time. While atmospheric ties (like local ties) could be considered by applying
a constant offset or factor, due to their varying considerably with time, such an approach would
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be but a first order approximation. The foremost contribution to the atmospheric tie vector
between systems observing at the same frequency stems from the height difference thereof due to
the fact that lateral refractivity gradients are much smaller compared to the vertical. Regarding
atmospheric ties there are a number of unresolved issues such as the definition of “neighbouring”
(that is, which should the maximum height difference and horizontal distance be). Similar topics
are subject of a working group of IAG Commission 1 (JWG 1.3: Tropospheric Ties, chaired by
R. Heinkelmann), where the author of the current dissertation is participating.

To the author’s knowledge, only ddf, 6d7, ., and dmf, stemming from height differences are
considered, and are carried out by employing analytical expressions. Inter-technique tropospheric
ties have never been considered either. Tropospheric gradient ties have not been considered thus
far, save for Kriigel et al. (2007) where a VLBI-GPS combination was performed. The study
thereof is important for a large variety of topics such as using gradient estimates from GNSS
data analysis to improve the a priori tropospheric modelling of VLBI intensive sessions (e.g.,
Nilsson et al., 2017b), estimating common zenith delays and gradient components at co-located
sites (e.g., Nilsson et al., 2015a), and combining radio-based space geodetic techniques (e.g.,
Kriigel et al., 2007; Thaller, 2008; Pollet et al., 2014).

4.4.1 Intra-technique atmospheric ties

In this section, besides zenith delay ties, the ties between the gradient vector components as well
as the differences between the mapping function coefficients are discussed.

Following Brunner and Riieger (1992), the dj difference between two stations that operate
in the microwave spectrum is given by

0.0022768 (P — Fy)
1 — 0.00266 cos (2¢) — 0.00000028 Hy'

ody = (4.4.1)
where P denotes the (total) barometric pressure, ¢ denotes the geodetic latitude, and H denotes
the orthometric height — the denominator is the acceleration due to gravity at the center of
mass of the vertical column, divided by a constant acceleration due to gravity at the surface of
the Earth at mid-latitudes. The subscript 0 corresponds to the reference point. Application of
covariance propagation to (4.4.1) suggests dd; has low sensitivity to Ho. Compared to forming
the difference between the dj, at the two stations, (4.4.1) marginally underestimates the dj, tie,
that is, by 1mm for 6 H > 2km. Moreover, (4.4.1) implies that dry air and water vapour share
identical thermodynamic properties, which is not a safe assumption for meeting the intended
accuracy. In essence, it is ddj ~ 27mm for 6H = 100m. For this particular height difference,
the use of (4.4.1) yields an expected equivalent relative height error — compared to ray-traced
delays — of o5, < 1 mm in 57% of the cases (hourly ERA5 0.25%-spaced grid nodes over land),
and o, < 5mm in 95% of the cases.

The analytical equation for dd7, is given by Saastamoinen (1972); Brunner and Riieger
(1992)

- 0.7803) B(H — Hy), (4.4.2)

Sd . — 2.789P,0 [ 5.383
nh — r[az TD

where P, is the water vapour pressure, T is the temperature, and 3 is the temperature lapse rate.
The expressions (4.4.1) and (4.4.2) assume that (Brunner and Riieger, 1992; Rothacher et al.,
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2011)
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where the temperature lapse rate 8 = 0.009 77 °Cm ', and the relative humidity RH = 90 %
are held constant’. For instance, for §H = 100 m, dd;, ranges between sub-mm (polar regions)
to 18 mm (tropical regions). The expected height error from the use of (4.4.2) is o, < 1 mm
in only 25 % of the cases, and o, < 5mm in 64% of the cases. For this particular height
difference (4.4.2) overestimates dd;, exponentially with increasing temperature by an amount
as large as 12mm. It is therefore apparent that while dj ties can be approximated analytically,
the efficacy of d7, ties diminishes in non-polar regions, where the vast majority of stations
lie. Furthermore, the aforementioned expressions account only for the vertical displacement,
disregarding the contribution of the horizontal displacement, which is impossible to model in
such a fashion due to its being associated with weather patterns and the local landscape. Ergo,
atmospheric ties in this thesis are not determined by analytical expressions but by the difference
between ray-traced parameters.

Figure 4.4.1 illustrates the ddj from ray-traced delays between the orography of ERAS5 and
virtual orographies with §H = [25 100 SOO]T m. ddj displays spatial stability for all height
differences as well as for both “snapshot” and “monthly-mean” data — save for mountainous
regions.

z

On the contrary, Fig. 4.4.2 delineates the strong dependence of dd7, to temperature and
water vapour concentration. As expected, the monthly averaged data portray spatially smoother
fields. While the long-wavelength spatial patterns persist for all 6 H assessed, anomalies appear
for large 6 H in high altitude and high latitude areas due to inversions.

In addition to the zenith delays being subject to spatial change, other ray-traced delay
derivatives are dependent upon spatial change. Mapping function coefficients and tropospheric
delay gradient components (cf. Sec. 4.2) fall under this set as they can differ significantly over
the baselines of the current local ties.

Given the mapping function coefficients at mean sea level agp, by, and cq, to account for the

"Nevertheless, the facts that 3 varies over space and time, and RH is highly volatile at meso-y spatio-temporal
scales, render the use of constants a generalized rough approximation and by transitivity the relations
(44.3), (44.4), and (4.4.5). For instance, according to ERAS (2013/05/01 00:00 UTC) 3 can vary from
—0.02147°Cm ™! to 0.08852°Cm ™! for the first 1000m above the orography of the model, mainly as a
function of co-latitude
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Figure 4.4.1: Zenith hydrostatic delay ties. The differences between ray-traced d;, at the orography of
ERAS5 and virtual orographies 25 m (left), 100 m (middle), and 500 m (right} above are illustrated. In the
upper row shown are the ddj averaged over a month (2018/01), whereas in the lower row shown are the
ties at the epoch 2018/01/01 00:00. Note the different color scales.

dependence of mf, on height, the following expression is used (Niell, 1996)

(177} ( (ht \

1+ 1+
b{) bht
1+ 1 1+
mf = 1+ +H| - 1+ ep . (446)
. ag sin(e) nt '
sin(e) + 5 sin(e) + 5
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sin(g) + ————— sin(e) + S
sin(e) + ¢ sin(e) + Cht)

where the coefficients aps, by, and cpy are determined from climatology by Niell (1996), and
H denotes the orthometric height of the station. While this analytical expression is valid for
most cases, it fails at mountainous regions as well as in the presence of inversions. Figure 4.4.3
illustrates this point showing the dmf, (7°) for different altitudes. As expected, the mapping
function differences’ fields are more uniform for the monthly-averaged data.

Currently, it is assumed that mf,;, is independent of the station height. The investigations
carried out herein prove the contrary (cf. Fig. 4.4.4). Owing to the inhomogenious distribution
of water vapour both horizontally and vertically, the effectiveness of expressions such as (4.4.6)
is very limited. The limited spatial coherence between dmf,;, for different § H, as exhibited in
Fig. 4.4.4, attests to that statement. The error in the modelled non-hydrostatic delay can be as
large as 15 mm at an elevation angle of 7° for 4 H = 500m. Such an imperfection in modelling
cannot vanish by iterating the geodetic adjustment (observation equations method) for it affects
the partial derivatives of estimable parameters (d7,). For smaller height differences (e.g., 25 m)
the relative error is smaller and more spatially unstable.

It is a fact that should a proper elevation-dependent weighting strategy for observations
near the horizon be adopted, the lower the cutoff mask the better the estimation of tropospheric
gradients and coordinate height component. The differences between mapping factors increase
with decreasing elevation angle ¢ following csc(g). Therefore, employing appropriate mapping
factors is crucial for accurate positioning.
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Figure 4.4.2: Zenith non-hydrostatic delay ties. Shown are the differences between ray-traced d;, at the
orography of ERAS and virtual orographies 25 m (left), 100 m (middle), and 500 m (right} above. In the
upper row shown are the ddj averaged over a month (2018/01), whereas in the lower row shown are the
ties at the epoch 2018/01/01 00:00. Note the different color scales.

The differences between gradient components stemming solely from the height difference
displays a consistent behaviour over 6 H. As demonstrated in Fig. 4.4.5 and Fig. 4.4.6, given
a 2D position, that is latitude and longitude, the gradients’ intensity decreases with altitude
consistently. It is

|G; (H)| > |G (H +¢€)], (4.4.7)

where ¢ > O and j = [NS EW NN NE EE}T. To validate (4.4.7), ray-tracing at the native
horizontal resolution of ERAS5 (31 km) for § H up to 1000 m with a step of 25 m was carried out
on hourly refractivity fields for 2017 (365x24x421120 points, on an octahedral quasi-regular
Gaussian grid 0320). The results prove that this statement holds for both linear and non-linear
gradient components; 98.5 % for Gng., 97.8 % for Ggw, 96.2 % for Gyn, 96.7% for Gyg, and
96.7 % for Ggg. For 6 H < 500 m that is of particular interest for the practical applications, the
success rate is 99.8 % for Gyg, 99.6 % for Ggw, 99.4 % for Gun, 99.5 % for Gyg, and 99.5 % for
Ggg. The rare cases where (4.4.7) does not hold are isolated, are not related to steep orography,
and take place at some of the nodes where there is almost no refractive asymmetry (very small
gradient components). Similar results have been obtained employing monthly-mean ERAS fields.

Neglecting the gradient ties impacts the modelled atmospheric delays increasingly with in-
creasing 0 H — the tilting of the atmosphere decreases with increasing altitude — and decreasing
e. In essence, not accounting for 6G; yields ddyym (7°) as large as 2mm for 6H = 25 m, 10 mm
for 6 H = 100m, and 40 mm for § H = 500 m.

Therefore, it is possible to describe the gradient decay with altitude with analytical ex-
pressions such as 2" degree polynomials. Further details in this regard are provided by
Balidakis et al. (tted).

4.4.2 Inter-technique atmospheric ties

In this section, the compatibility of tropospheric models across space geodetic techniques (GNSS,
VLBI, SLR. and DORIS) is assessed. The differences induced by employing different frequency
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Figure 4.4.3: Hydrostatic mapping factor differences. Shown are the differences between ray-traced
mfp, (7°) at the orography of ERAS and virtual orographies 25 m (left), 100 m (middle), and 500 m (right)
above. In the upper row shown are the dmfy, (7°) averaged over a month (2018 /01), whereas in the lower
row shown are the ties at the epoch 2018,/01/01 00:00. Note the different color scales.

(microwave vs. optical, and within the optical spectrum) is studied. Furthermore, the impact of
the orbital altitude is assessed. As of 2018, with the exception of Zus et al. (2015a), there has
been no work where this issue is discussed.

First, unlike microwaves for which the lower atmosphere is a non-dispersive medium, the
propagation delay and ray-bending optical signals experience is a function of the frequency thereof
(e.g., Mendes and Pavlis, 2004). The higher the frequency, the larger the delay, both zenith and
slant. For instance, at sea level dj @366 nm is 32 cm larger than df @1064 nm. The corresponding
difference for d?, ranges to 2mm in the tropics, that is around ' /3 of the amplitude of the signal.
As far as the mapping functions are concerned, neither FCULa nor FCULDb (Function Commonly
Used for laser data) consider the frequency dependence (Mendes et al., 2002). Although the
contribution of the mapping function’s frequency dependence to the slant delay in comparison
to the zenith delay’s is fairly small (0.3 %), it induces a height-dependent (log (H)) systematic
bias. To quantify this point, some examples follow:

532 1064
Utilizing mapping functions tailored for o nm to reduce laser ranges at 2b& nm
SR RRETEt ' 366 ' &e 1064
1064 366
—2.8
biases the modelled observations at 10° by as much as _?g .
10.0

The rule of thumb proposed by Bohm (2004) suggests that the estimated heights will be biased
by 2mm for the last case. As far as the gradient components are concerned. they are frequency-
dependent too. It is:

|GQf1] > |G;Qfo|,, where fi < fo (4.4.8)
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Figure 4.4.4: Non-hydrostatic mapping factor differences. Shown are the differences between ray-traced
mfan (77) at the orography of ERAS and virtual orographies 251m (left), 100 m (middle), and 500 m (right)
above. In the upper row shown are the dmf,, (7°) averaged over a month (2018 /01), whereas in the lower
row shown are the ties at the epoch 2018/01/01 00:00. Note the different color scales.

Q
B0
[y
g
=S
3
=
=}
g

008 003 000 003 Coe 02 01 00 o) oz helmm
o+
=]
=
0
5
n

& 1 mm _ A mm _ 1 mm

44 52 B0 oz ogeumm 1% 075 oo o5 1o el ™ £ -3 F g e

Figure 4.4.5: North-South tropospheric gradient component ties. Shown are the differences between
ray-traced Gng at the orography of ERAS and virtual orographies 25 m (left), 100 m (middle}, and 500 m
(right) above. In the upper row shown are the 8Gyg averaged over a month (2018/01), whereas in the
lower row shown are the ties at the epoch 2018/01/01 00:00. Note the different color scales.
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Figure 4.4.6: East-West tropospheric gradient component ties. Shown are the differences between ray-
traced Gpw at the orography of ERAS and virtual orographies 25 m (left), 100 m (middle), and 500 m
(right) above. In the upper row shown are the 8Ggpw averaged over a month (2018/01), whereas in the
lower row shown are the ties at the epoch 2018/01/01 00:00. Note the different color scales.

and j is as in (4.4.7). To illustrate this point, some examples follow:

532 1064
Utilizing gradients estimated for Sz nm to correct laser ranges at 356 nm
RERCEIEE ' 366 e 89588 11064
1064 366
3.1
. . —5.4
biases the modelled observations at 10° by as much as g 5 | M
—8.5

Such modelling shortcomings potentially introduce a scale bias in the implied TRF. To overcome
this issue, Balidakis et al. (tted) has developed analytical expressions that relate optical-based
ray-tracing products (zenith delays, mapping functions, and gradients) at 532nm to any other
frequency in the optical spectrum.

Due to the fact that the vast majority of SLR observatories operate at 532 nm, this particular
frequency is adopted for the remainder of this section.

By and large, optical dj are on average 6% larger than microwave, whereas optical d7, are
66 times smaller than microwave. The latter stems from the fact that effects from the orientation
polarization of the polar molecule of water vapour are negligible at optical frequencies. The two
first columns of Fig. 4.4.7 and Fig. 4.4.8 illustrate the d; and d7, (respectively) from microwave
and optical (532 nm) frequencies. Therefore, optical slant hydrostatic delays are always larger
than the corresponding microwave-based delays, and optical slant non-hydrostatic delays are
always smaller than the corresponding microwave-based delays. Nevertheless, microwave-based
slant total delays are smaller than optical-based slant total delays only in dry conditions. At
epochs /regions where the microwave d, is larger than 15 cm, the microwave-based slant delays

are larger than the optical-based delays.
While the discrepancies between microwave and optical zenith delays are well understood
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Figure 4.4.7: Inter-system d; ties. Shown are the d for VLBI (left). and SLR (middle), calculated at
the orography of ERA5. In the right column the amount the dj is amplified from VLBI (R) to SLR (L)
is illustrated. In the upper row shown are the results averaged over a month (2018/01), whereas in the
lower row shown are results at the epoch 2018/01,/01 00:00. Note the different color scales.
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Figure 4.4.8: Inter-system d7, ties. Shown are the dZ, for VLBI (left). and SLR (middle), calculated
at the orography of ERA5. In the right column the d?, ratio of VLBI (R) to SLR (L) is illustrated. In
the upper row shown are the results averaged over a month (2018 /01), whereas in the lower row shown
are results at the epoch 2018/01 /01 00:00. Note the different color scales.
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Figure 4.4.9: The long-term average Gng (left), averaged over a month (2018/01) Gng (middle), and
Gg at the epoch 2018/01/01 00:00 (right). Displayed are GNSS (upper), and SLR (lower) results.

and appropriately modelled, such a statement does not hold for the atmospheric delay gradi-
ents. There are surprisingly few studies dealing with tropospheric asymmetries in SLR (e.g.,
Hulley and Pavlis, 2007) especially in view of the fact that the SLR observation geometry hin-
ders the independent (without heavy absolute constraints) gradient estimation, and that the
gradient concept was proposed for satellite ranging in the first place (Gardner, 1976).

Gradients estimated from the analysis of microwave-based space geodetic techniques such
as GNSS cannot be used in SLR/LLR data processing, in general. Unlike zenith delays, the tie
of which is describable by a single scaling factor, such an approach is inapplicable to gradient
components mainly due to the lack of wet refractivity gradients that minimizes ray-bending. In
Fig. 4.4.9 and Fig. 4.4.10 Gng and Gyg estimates are presented, respectively, from ray-tracing in
ERAS5. The first observation to make is lack of tropospheric asymmetries for SLR-derived gradi-
ents for |p| < 30°, afact associated to the water vapour not affecting considerably the propagation
delay. Second, thrice the long-term averaged, the monthly averaged, and the “snapshot” SLR-
derived gradients do not display differences as large as the microwave gradients. Figure 4.4.11
attests to that statement by displaying the annual amplitudes. Spatial coherence between the
GNSS-derived and the SLR-derived gradients is achieved only in polar, sub-polar regions, as well
as in dry regions in the warm temperate zone, whereas in the Torrid zone the largest differences
are found. There lie the largest systematic GNSS-derived gradient variations alternating a slant
delay at 7° by as much as 4em with an annual cycle. While there is some theoretical merit in
relating dry (or hydrostatic) gradients from ray-tracing in the GNSS configuration to the cor-
responding thereof from the SLR configuration with e.g., a scaling scheme, such a feat can find
no practical application for estimating dry and wet gradients from the analysis of GNSS obser-
vations is impossible without additional information from weather models (e.g., scale heights).
Figure 4.4.12 illustrates the spatial correlation between gradient amplitudes and phases derived
from ray-tracing in hourly ERAS fields at Yarragadee and the neighbouring nodes of ERAS5. It
is apparent that the decorrelation distance is much smaller for microwave than optical gradients.
The latter further supports that employing GNSS-derived gradients to reduce SLR observations
is a poor choice.

Second, the systematic differences in slant atmospheric delays at low elevation angles between
VLBI, GNSS, and DORIS, stem from ray-bending (Zus et al., 2015a). For a station observing at
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Figure 4.4.10: The long-term average Gprw (left), averaged over a month (2018/01) Ggw (middle), and
Gpw at the epoch 2018/01/01 00:00 (right). Displayed are GNSS (upper), and SLR (lower) results.
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Figure 4.4.11: The S, amplitude of GNSS-based (upper), and SLR-based (lower) Gyg (left), and Ggw
(right) from GFZ-PT (cf. 4.3).

a given elevation angle, the lower the orbital altitude of the target, the larger the ray-bending, and
therefore the larger the atmospheric delay. Zenith delays are in essence insensitive to the actual
target orbital altitude, provided the latter is higher than the upper limit of the atmospheric
density tensors employed in ray-tracing (usually 150 km). Nevertheless, gradient components
and mapping function coefficients are affected.

Comparing tropospheric gradients estimated from ray-tracing to targets at different orbital
altitudes (e.g, infinity for VLBI, 20 180 km for GPS, and 1000 km for DORIS) yields a small bias;
the closer the target is to Earth’s surface, the larger the larger asymmetries in an absolute sense.
The impact of the gradient differences between GNSS and VLBI on the slant delay is as large
as 0.1mm at 3°. Nevertheless, the gradient differences between DORIS and VLBI are one order
of magnitude larger, ranging to 1mm at 5°. For current geodetic applications, these systematic
effects are at least an order of magnitude below the noise level of the observations. Therefore,
they can be ignored for present-day applications.
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Figure 4.4.12: The spatial correlation between gradient amplitude (upper row) and phase {lower row)
time series from ray-tracing in ERA5-derived microwave (left) and optical at 532 nm (right) refractivity
fields at Yarragadee (in the middle of the figures) and the neighbouring grid nodes.

While the orbital altitude has a fairly small impact on the tropospheric gradients, it does
affect the mapping factors considerably. This systematic error potentially manifests into a scale
bias in reference frames determined employing erroneous mapping functions. As the zenith delays
do not change as a function of orbital altitude but the ray-bending increases with decreasing
orbital altitude, the relationship for mapping functions in the microwave domain is:

D P R %
My nn > Mfynn > Mfpinn = Mfpnn (4.4.9)

where for DORIS (D) Envisat was assumed, for GNSS (P) GPS was assumed, for VLBI (R) a
quasar was assumed, and for SLR (L) LAGEOS-1 was assumed.

Figure 4.4.16 displays the differences in slant total delays between GNSS-VLBI, and DORIS-
VLBI. The latter are one order of magnitude larger than the former. Due to GNSS observations
with ¢ < 7° usually not being considered for geodetic applications, the maximum systematic
height error of utilizing mapping functions tailored for VLBI in GNSS processing would be
0.1 mm. Nevertheless, should VLBI-tailored mapping functions be used to analyze DORIS ob-
servations, the corresponding height error exceeds the 1 mm level, and therefore should be con-
sidered. Unlike GNSS satellites that orbit on similar altitudes — with the exception of QZSS —
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DORIS and especially SLR. targets do not share this attribute; for instance, laser ranging can
be performed from LEOs such as GRACE-FO to targets on the moon (LLR). Moreover, there
are a number of studies where LEO navigation satellites are utilized to augment the positioning
accuracy e.g., in the framework of the project ADVANTAGE® (Advanced Technologies for Nav-
igation and Geodesy). This implies the necessity for different mapping functions for different
targets. Nevertheless, such a endeavour is impractical for operational use. To relate the mapping
factors corresponding to different orbital altitudes, an analytical expression has been developed
herein:

mfi (Hy, Hs) = aePlos(Ho) 4 mf,;R

o (H.) 0.75 + —5.3 x 107> Hy, fori=h
1 == o _
: 2236 12X 107 He 4 65 1073710 Ha  for j = pp (4.4.10)

b(H.) = 0.62 +28 x 107 °H,, fori=~h
) 0.62, for i = nh.
The a and b coefficients in (4.4.10) have been estimated by a least-
squares adjustment of ray-traced delays at several orbital altitudes (H, =
[0.15 0.2 025 05 1 5 10 20 50 385}T 1000 km) . These coefficients could be approx-
imated to the first order by constants; for the hydrostatic mapping factor it is @ = 0.74 (0.04)
and b = 0.62 (0.002), and for the non-hydrostatic mapping factor it is « = 2.20 (0.08) and
b = 0.62 (0.005) — the variability is enclosed in parentheses.

Comparing DORIS-derived, GNSS-derived, and VLBI-derived tropospheric gradient compo-
nents from consistent ray-tracing, no difference large enough to make an impact on the geodetic
data analysis was found. Figure 4.4.13 and Fig. 4.4.14 attest to that statement illustrating that
the differences although being systematic and spatially correlated with the signal, are at the
1 mm level for elevations as low as 5°. Certainly these differences are amplified at even lower
elevations, but at elevation angles as low as that, the assumptions under which the ray-tracing
software used in this work operates cease to hold. Hence, if there is no height difference be-
tween two differenct microwave instruments, gradient components can be stacked without the
application of relevant atmospheric ties.

The orbital altitude dependence in SLR. could have implications in precise orbit determina-
tion (POD) as the altitude of the targets varies from 200 km (e.g., GOCE), to 19140 km (e.g.,
GLONASS), to 385000 km (Moon). For instance, Fig. 4.4.15 illustrates the modelling errors in
laser observations towards GRACE-FO induced by adopting the latest IERS standards. Nev-
ertheless, due to the fact that SLR and LLR do not range close to the horizon (typically it is
e > 10°), in essence, the optical mapping functions are marginally affected whatsoever.

Since ray-bending is induced by refractivity gradients, the discrepancies between mapping
functions for LEOs and VLBI are larger while ray-tracing in 3D mode employing meso-y NWMs.

*https://hgf-advantage.de/
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Figure 4.4.13: Shown are the long-term discrepancies between Gyg tailored for the different microwave-
based techniques. Shown are the differences between GNSS and VLBI (left), DORIS and GNSS (middle),
and DORIS and VLBI (right), averaged over a month (upper row) and at the epoch 2018/01/01 00:00
(lower row).
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Figure 4.4.14: Shown are the long-term discrepancies between Ggrw tailored for the different microwave-
based techniques. Shown are the differences between GNSS and VLBI (left), DORIS and GNSS (middle),

and DORIS and VLBI (right), averaged over a month (upper row) and at the epoch 2018/01/01 00:00
(lower row).
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Figure 4.4.15: Error in the atmospheric delay corrections for laser ranges towards GRACE-FO induced
by not accounting for the orbital altitude (left), or the atmospheric asymmetries (right). Shown are the
results from ray-tracing in ERAS fields, at 532 nm, for 0° azimuth and 10° elevation.
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Figure 4.4.16: The differences in slant symmetric delays at 7° between GNSS-VLBI (left), and DORIS-
VLBI (right), stemming from the orbital altitude dependence are presented. The results averaged over a
month (2018/01) are in the upper row, whereas the results at the epoch 2018/01/01 00:00 are illustrated
in the lower row. Note the different color scales.






5 Development of geophysical loading
models

Gravity field variations, Earth orientation alterations and deformations at the surface of the
Earth are a manifestation of numerous geophysical processes that involve the atmospheric and
oceanic circulation, as well as the hydrological cycle (e.g., Wu et al., 2012). Crustal motion at a
multitude of spatial and temporal scales is partly driven by mass redistribution occurring within
the fluid envelope of the Earth, including the atmosphere, the oceans and the continental water
storage. Unlike tidal-induced mass redistribution, which is governed by ocean processes, non-
tidal mass variations are mainly due to barometric pressure anomalies and horizontal transport of
hydrological mass. The site position displacement due to geophysical loads imposed on the crust
of the Earth can be monitored by space geodetic techniques such as VLBI (e.g., Petrov and Boy,
2004; Boehm et al., 2009), GNSS (e.g., Tregoning and van Dam, 2005a.,b; Fritsche et al., 2012;
Dach et al., 2011; Mannel et al., 2019) and SLR (e.g. Bock et al., 2005; Soénica et al., 2013). Al-
though geophysical loading is not the major error source for parameters estimated from geodetic
analysis (e.g., compared to the propagation delay induced by the refractive index of moist air in
the electrically neutral atmosphere), it is of paramount importance not to be left unaccounted.
Some implications that may arise from such an omission are related to the scale of the realized
terrestrial reference frame, strong modulated signals at synoptic and seasonal periods especially
in the estimated station coordinates and EOPs, and the estimated satellite orbits.

Geophysical non-tidal loading effects can displace geodetic monuments as much as 100 mm in
the radial component and 20 mm on the lateral plane, based on calculations carried out herein. At
seasonal timescales, continental water storage loading (CWSL) dominates the total loading signal,
whereas non-tidal atmospheric pressure loading (NTAL) and non-tidal ocean loading (NTOL) are
responsible for synoptic displacements instead (Boy and Lyard, 2008; Dill and Dobslaw, 2013).
For VLBI the differential nature of observations together with the No-Net-Rotation and No-Net-
Translation constraints imposed on station positions and velocities, introduce the propagation of
the effect of neglected geophysical loading corrections at a station to all others (e.g., Boehm et al.,
2009). While a similar scenario applies to GNSS, the fact that the global VLBI network geometry
is relatively poor highlights all network effects resulting in spurious motion of the stations.
Today's goal of 1 mm measurement accuracy on global baselines in the framework of VLBI Global
Observing System (VGOS), has rendered the employment of a priori models that describe the
crustal deformation with sub-mm accuracy essential (Petrachenko et al., 2009).

In this chapter, the approach employed to simulate displacements of Earth’s crust in the
presence of geophysical loads imposed by the atmosphere, the oceans and terrestrially stored
water is outlined in Sec. 5.1, where the impact of several possibilities of the calculation process
are assessed (e.g., ocean response to atmospheric forcing and Green’s kernels). Fluid-specific
intricacies are analyzed separately; Sec. 5.2 for the atmosphere, Sec. 5.3 for the oceans, and
Sec. 5.4 for the continental hydrology. With the exception of the atmosphere, tidal effects are
not discussed herein. The models developed here are compared with state-of-the-art models
of several institutes that employ a large variety of data sets forcing the mass anomalies, e.g.,
ERA Interim, ECMWEF’s operational analysis, ECCO, ECCO2, MPIOM, GLDAS, MERRA,
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MERRA2, LSDM, and GRACE. Simply by differencing two geophysical loading models it is
impossible to infer whether the former outperforms the latter or otherwise. However, for several
models tested herein the differences between them in the spatial as well as in the frequency domain
warrant an assessment anew. Developed here, a grid-based function conceptually similar to GFZ-
PT (Sec. 4.3) that returns displacements due to the accumulated loading and the components
thereof, the empirical geophysical loading model (EGLM) is introduced in Sec. 5.5.

Detailed study of gravitational consistency and mass conservation on surface loads— still a
subject of scientific debade—(Clarke et al., 2005; Fritsche et al., 2012) is beyond the intended
scope of this work.

5.1 Simulation of geophysical loading deformations

To mass variations at synoptic (barometric pressure anomalies and circulatory changes in ocean
bottom pressure) and seasonal timescales (terrestrial water storage), assuming a solely elastic
response of the crust of the Earth is a sound approximation (e.g., Dill et al., 2015). This is
due to the Maxwell’s viscoelastic relaxation time of the crust of the Earth ranging from several
decades to thousands of years. For geophysical processes such as glacial isostatic adjustment and
post-seismic deformation that take place on longer timescales (thousands of years and decades,
respectively), viscoelasticity and anelasticity must be considered. Since this work is concerned
with short-periodic mass redistribution, the yield of Earth’s crust is assumed instantaneous, thus
the superposition principle can be safely adopted (e.g., Dill et al., 2015).

In the past, displacements induced by pressure anomalies (atmospheric pressure loading ef-
fects) were mitigated employing a transfer function between the locally measured pressure and
the estimated vertical deformation (barometric admittance or pressure loading coefficient) (e.g.,
MacMillan and Gipson, 1994 ). Due to not accounting (among else) for the long wavelength syn-
optic pressure systems (e.g., tropical cyclones' and continental anticyclones?) that are responsible
for the largest pressure fluctuations, this approach was abandoned.

To date, the most accurate approach to model elastic surface loading deformations was
introduced by Farrell (1972). Under the assumption that all disturbing masses are condensed
into an infinitesimally thin layer on the surface of the Earth, for a spherically symmetric, non-
rotating, isotropic, self-gravitating, linear viscoelastic Earth model (SNREI), the response to
surface loads can be simulated by performing a global convolution sum between mass anomalies
(atmospheric pressure, ocean bottom pressure and terrestrial water storage) and either elastic
load Love numbers, LLN (spectral domain), or load Green’s function kernels, LGF (spatial
domain).

Being a square-integrable function, the mass anomaly field 6P can be represented by an
infinite series of solid spherical harmonics, as the general solution to the Laplace’s field equation,
VZ2(6P) = 0, that is,

0

5P(19./\) = Z i 'df'nmﬁlm (91 /\]'

n=0m=—n

Yom (9, A) = Pn|m|(005(19))3émAa

(5.1.1)

where 1, is the dimensionless Stokes’ coefficient of degree n and order m, Y., is the corre-

LA storm or a system of winds that rotates around a center of low atmospheric pressure (indicators of clouds,
rain, and in general bad weather). It comprises of counterclockwise winds on the Northern hemisphere.
2A system of winds that rotates around a center of high atmospheric pressure (predictors of fair weather).
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sponding harmonic, Py is the fully normalized associated Legendre’s function, and ¥ = 7/2—¢
is the polar angle. The time dependent degree variance (spectral power) of a field, defined as

oty = > trmlt), (5.1.2)

M=—1

denotes the total signal power at a certain degree n. The smallest representable feature (half-
wavelength) resolvable by (n41)? parameters could be approximated by A(n) ~ 7w Rg /n, with Rg
denoting the mean radius of the Earth. Submitting the mass anomaly fields to global spherical
harmonic analysis indicates that unlike atmospheric pressure anomalies, that are dominated
by large structures (A > 4.000 km with S, periods, cf. Fig. 5.1.1), non-tidal variations arising
from mass exchange within the oceans and the continental hydrology are dominated by high-
degree Stokes™ coefficients (e.g., in the vicinity of semi-enclosed bays and large river basins,
respectively). The global spherical harmonic analysis was carried out following Sneeuw (1994);
Fukushima (2012). Although fields from ERA5 (a reanalysis product) have been used to build
the mass anomaly fields illustrated in Fig. 5.1.1, an inconsistency is discernible at epoch 2015.0.
This feature was not detected in the ERA5-Land dataset®. Theoretically, convolving the spatial
redistribution of surface loads with either the LLNs or the LGFs corresponding to an elastic
homogeneous half-space is supposed to yield identical results. Nevertheless, to resolve high-
degree features, global spherical harmonic analysis to a very high degree is necessary, which
renders the LLN approach computationally inefficient.

In most models (atmospheric, oceanic and hydrological) for the representation of the surface
and of the model physics a grid point system is utilized instead of a spectral formulation. In
point of fact, with increased resolution and the introduction of the semi-lagrangian technique
(e.g., for ECMWF-based models) there is no longer any significant difference in accuracy between
the spectral and grid point representations. Nevertheless, due to the fact that explicit dynamics,
semi-Lagrangian advection and physical parametrizations are estimated in grid point space, and
that mass anomalies display features not resolvable by the number of Stokes’ coefficients employed
for the original model, herein it is decided to conduct the investigations in grid point space. The
latter further attests to the selection of the LGF approach.

For the LGF case, the elastic displacements due to geophysical loading (atmosphere, ocean
or hydrology) at a point in the topocentric coordinate system (radial ug, North-South wuyg, and
East-West ugy displacement) are calculated as follows (e.g., Farrell, 1972)

up(r,t) =/ OP(x', t)Gr (1) cos(¢') do' dN,
ung(r,t) =/ OP(r,t) cos(a)G (1)) cos(@') do d N, (5.1.3)
ugy(r,t) = / OP(r',t) sin(a)Gp(1)) cos(¢') dop' d N,

where 10 and « are the angular distance* and the azimuth between the point of interest r and
point to which each mass anomaly 6P refers to r/, respectively, The LGFs G ¢, that are non-

ERA5-Land is a dedicated simulation pertinent only to surface and near surface variables, stems from ERAS
atmospheric forcing, and features a higher spatial resolution (9km) and a thermodynamic orographic ad-
justment (https://confluence.ecmwf.int/display/CKB/ERAS-Land+data+documentation). In general the
“Land” versions of ERA Interim or ERA5 are to be preferred should the focus of the study be placed on
hydrological parameters such as soil moisure and snow (H. Dobslaw, personal communication).

Y = cos ! (cos(W,) cos(Wy ) + sin(ih ) sin(d, ) cos(Ar — A )
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Figure 5.1.1: Spectral power of the orography-discrepancy-adjusted surface pressure fields of ERAS
(upper left), the EWH from Mog2D-G ocean bottom pressure anomalies (upper right), and the EWH
from the hydrological mass variations from ERAS (lower left), at a trimmed spectral range, as a function
of spherical harmonic degree. The spherical harmonic degree variance of the mass anomalies for the
individual loading contributions at one epoch are shown in the second row for the radial (left), North-
South (middle), and East-West (right}) coordinate component. Note the different color scales.

dimensional factors between a source (mass anomaly induced by altering gravitational potential)
and its associated consequences (e.g., displacement of geodetic monuments) stem from the LLNs

R X
Gr = ﬁ hon P (cos ),
=0 | (5.1.4)
RGE: apﬂ,(COS {f')

where Rg and Mg denote the average Earth radius (6371 km) and mass (5.972-10%* kg), respec-
tively. The harmonic coefficients of the radial A, and the tangential [,, displacement component
are the LLNs. The Legendre’s functions of degree n, Py, are calculated with the well known recur-
rence relations (e.g., Holmes and Featherstone, 2002). In this study, Kummer’s transformation
method was adopted to perform the related calculations

Rahoo(1—2sin %)  Rg & ,
- b — hoo) Prlcos ),
2Mg sin 5 Mg ;( Wl B ——
d.1.0
Roloocos 5(1 +2sin %) Ra o nily — loo 9P (cosep) '
G - > .

2Mg sin 35—(1 + sin 3“2-] Mg n o

Gr

=1

The sums in (5.1.5) have to be evaluated to a very high degree, usually n > 9000, for
only when n — oo does approximating Earth by a homogenious half-sphere holds. Herein the
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sums were evaluated up to n = 50000 (below 1km wavelength), to improve the precision. In
similar fashion, quantities such as gravity anomalies and strain tensor components are calculated,
alternating the LGF. Unlike tilts and gravity anomalies that require decomposing the impact
of loading to a direct effect excerted by the gravitational attraction of the load (Newtonian
attractive force), and an indirect effect stemming from the deformation of the surface of the
Earth, only the latter is of interest here. Hence, the attraction excerted by the overlying air
masses that requires to account for the 3D air density redistribution is not treated here. To
enforce the conservation of the total mass, the degree-zero term in the LGF expansion is not
retained.

To evaluate (5.1.3) lie a number of possibilities that significantly alter the estimated dis-
placements: the mass anomalies themselves, the Earth model on which the LLNs are based,
the land-sea mask, the ocean response to atmospheric forcing, and the spatial and temporal
resolution of all the above. In the sequel, the state-of-the-art is reviewed and enhanced.

5.1.1 Impact of the elastic Earth model

For an Earth model, a field of elastic gravitational ordinary-differential equations, that relates
the deformability to seismic S- and P-wave velocities and density, is solved for a spherical, com-
pressible, elastic, self-gravitating Earth employing e.g., Runge-IKKutta or Chebyshev-collocation
methods (e.g., Guo et al., 2004). The solution of this six-equation-system yields parameters nec-
essary for the computation of the elastic or viscoelastic LLN and thereupon the computation
of LGF for radial stress and displacement, tangential stress and displacement, and gravitational
potential. Differences in the properties of the crust of different models mainly affect LLNs of
high-degree thus influencing LGFs at small 0 (usually, below 3°).

The LLNs and LGFs that are convolved with the mass anomaly fields to simulate geophysical
loading displacements are usually computed for the preliminary reference Earth model PREM
(Dziewonski and Anderson, 1981). Despite refined elastic Earth models such as the iasp91
(Kennett and Engdahl, 1991), the ak135 (Kennett et al., 1995), the STW105 (Kustowski et al.,
2008), Crust 2.0 (Laske et al., 2012), Crust 1.0 (Laske et al., 2013), and TEA12 (Tesauro et al.,
2012) having been released subsequently, PREM is still the most widely utilized Earth model.

Herein, the impact of the Earth model from which the LLNs and LGFs are estimated has
been assessed. Employing the related load deformation coefficients (e.g., reported in Wang et al.,
2012) and Kummer’s transformation (5.1.5), the LGF were calculated for all aforementioned
Earth models, as well as for “soft” and “hard” sediment scenarios for the outermost layers of
PREM, iasp91 and ak135, from the global average of Crust 2.0 (Laske et al., 2012). The left
panels of Fig. 5.1.2 illustrate the globally averaged LGFs for radial and tangential displacement
coordinate components. Comparing the upper to the lower row, it is obvious that the radial
displacement is expected to be larger compared to the tangential displacement.

The impact of the elastic Earth model on the geophysical loading signal was assessed based
on mass anomalies from NWM data. Injecting hourly ERAS fields to the geophysical loading
simulator developed here, NTAL displacements were generated alternating the Earth model be-
tween those shown in Fig. 5.1.2. Figure 5.1.3 illustrates the differences between simulated NTAL
displacements at two inland sites alternating the Earth model between modified crustal rheolo-
gies of PREM, ak135, and iasp91, with respect to PREM. The elastic Earth model employed
to calculate the LLN and subsequently the LGF does not introduce a long term bias (well below
0.04 mm for all grid nodes) in the simulated NTAL displacements, as expected. Nevertheless,
the amplitude of the S, signal can change up to 0.2 mm, and occasionally the differences exceed
0.5mm. For sites far from the coast the RMS between series of displacements simulated with
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Figure 5.1.2: Load Green's functions for the radial (upper) and the tangential (lower) displacement
component. The global Green’s functions from Earth models (PREM, iasp91, and ak135) with varying
crustal structures are illustrated, as well as local Green’s functions (Crust 1.0 and TEA12), averaged
for the sake of illustration, in the center-of-mass isomorphic reference frame (left). For ak135, the
displacements are presented in the center of mass of the solid Earth (CE), the center of mass of the entire

Earth system (CM), the center of surface figure (CF), the center of surface lateral figure (CL), and the
center of surface of height figure (CH).
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different Earth models is as large as 0.3 mm. The impact of the LGF are more prominent in
the radial components, where the signal is larger. The accuracy of state-of-the-art geodetic ob-
servations does not allow an independent evaluation of the performance of the aforementioned
Earth models because both the uncertainty of the related observations as well as the scatter of
the postfit residuals of the geodetic adjustment are larger compared to the differences between
the models presented herein.

In addition to the elastic Earth model, the LLNs and LGFs are also dependent upon the
ever-changing relation between the origin of the frame and the surface of the Earth. The latter
is driven by Earth’s crust response to the degree-one spherical harmonic component of the mass
load imposed on its surface. The degree-one spherical harmonic mode expands one hemisphere
and compresses the opposite so that the net shape of the Earth is not deformed but its surface
is strained (Blewitt et al., 2001). Figure 5.1.4 shows the spatial behaviour of the degree-one
deformation due to NTAL, NTOL, and CWSL, at a global scale. The load moment results
feature strong annual oscillations mainly between the North and South Hemisphere due to the
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Figure 5.1.3: Differences between simulated NTAL displacements employing hourly ERAbS fields al-
ternating the Earth model, with respect to PREM. The differences presented are for the radial (left),
North-South (middle), and East-West (EW) component, for Algonquin park, Canada (upper) and Ze-
lenchuskaya, Russia (lower).

related mass transport. Figure 5.1.5 shows the temporal behaviour of the degree-one deformation
due to NTAL, NTOL, and CWSL. The S, amplitudes can be as large as 4mm for CWSL and
2mm for NTAL and NTOL.

Blewitt (2003) identified five isomorphic reference frames that can be used for a large variety
of applications across the field of geodesy: the center of mass of the solid Earth (CE), the center
of mass of the entire Earth system (CM), the center of surface figure (CF), the center of surface
lateral figure (CL), and the center of surface of height figure. The right panels of Fig. 5.1.2 show
Earth’s response to mass loads in different isomorphic frames. For both radial and tangential
components, the weighting factors for the mass anomalies residing in the far-field is much larger
compared to all other frames. The interested reader is referred to Blewitt (2003) and Wu et al.
(2012) for a comprehensive discussion on this topic.

For the investigations herein, the loading displacements generated will always refer to the
center of mass of the entire Earth system isomorphic reference frame (CM), and will always be
generated adopting the ak135 elastic Earth model. The reason for the former lies with the fact
that deformations described in the CM frame are more appropriate for the current study on
account of ITRFyy being a product of combination of space geodetic techniques some of which
can very accurately sense the center of mass of the entire Earth system, e.g., SLR. The reason
for the latter is that the displacements predicted by ak135 are much closer to the average of
local® models (e.g., Crust 2.0) compared to the other global® models (Dill et al., 2015).

5.1.2 Impact of the ocean response to pressure and wind

In the context of calculating non-tidal geophysical loading effects, the sea topography variations
induced by atmospheric forcing depend on the oceanic response. From simple to more elaborate,
the most widely used assumptions are (e.g., Boy and Lyard, 2008 ):

“Displacements are dependent upon the location and the spherical distance to each point load.
®Displacements depend only on .
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Figure 5.1.5: Degree-one surface deformation from ERA Interim (NTAL and CWSL), and ECCO
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O non-inverted barometer (NIB);

O inverted barometer (IB);

O modified inverted barometer (MIB); and
O dynamic atmospheric correction (DAC),

which additionally depend on the ocean-continent function (or land-sea mask), defined as follows

{1 if (¢, A) € land (5.1.6)

0 if (¢, \) € ocean

Finer sampling allows a more accurate representation of the coastline, which is crucial to the
computation of geophysical loading effects at coastal sites. Herein, land-sea masks stemming
from ETOPO1 were used.

The NIB hypothesis, that is, pressure anomalies are fully transmitted to the bottom of the
ocean and the response of the sea floor is exactly the same to the solid Earth’s (the convolution
domain is the entire surface of the Earth), was proven not to be accurate (e.g., Boy et al., 2002),
especially for stations with close proximity to large bodies of water, and at high frequencies (less
than 2-3 weeks). For NIB, the sea height variations are dh(p, A, t) = 0.

The IB hypothesis, that is, the oceanic response to barometric pressure variations 0P is
considered isostatic, implies an instantaneous local deformation of the sea surface topography

6P
§h = ——, (5.1.7)
Py

where ¢ is the gravity and p is the seawater (or freshwater) density. For instance, a pressure
increase of 1hPa corresponds to a sea surface decrease of approximately 1cm, hence the term
inverted barometer effect. In this case, the convolution domain is restricted to continental regions.
Adopting the IB hypothesis, implies that spatial pressure gradients that give rise to winds have
no impact on the ocean height nor to the ocean dynamics triggered by the isostatic compensation.
For details, the interested reader is referred to Wunsch and Stammer (1997).

The MIB hypothesis suggests that to conserve mass over very large bodies of water (primarily
the oceans as well as very big lakes) the variation of the aggregate local atmospheric and ocean
bottom pressure is equal to the average barometric pressure over the surface of the water body.
That is, pressure forcing fluctuations at the bottom of the ocean (or lake) are set to zero (e.g.,
van Dam and Wahr, 1987). At a given epoch, at a certain point over water it is

P— [[PdS
Sh=-——-S5 (5.1.8)
Py
where the integration is performed over the surface S of the basin the point of interest lies in.
For the first time in this dissertation, MIB was applied separately for the world’s oceans and
every big lake e.g., Caspian Sea, Victoria, Huron, Superior, Baikal, 37 basins in total.

However, the response of large bodies of water to atmospheric forcing deviates from the
inverted barometer hypothesis, especially at high frequencies (periods below 20 days). At fre-
quencies higher than 72 hours, the response of the ocean to atmospheric forcing is certainly
dynamic especially at high latitudes. Wind forcing dominates the sea surface variability signal
at the 10-day period (e.g., Fukumori et al., 1998). The departure from the IB/MIB hypothesis
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Figure 5.1.6: The average (upper) and RMS (lower) of surface pressure (left) 10 m wind speed amplitude
(middle), and dynamic atmospheric correction (right) for 2016, from ERAS and Mog2D-G data.
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Figure 5.1.7: The dynamic atmospheric correction (left), the modified inverted barometer correction
(middle), and the difference thereof (right) on 2016/01/01 00 UTC, employing ERAS near surface model
levels.

is more pronounced in shallow seas, the Southern Ocean, regions periodically covered with ice
(e.g., Antarctic and Greenland), as well as in other regions (e.g., Bering Sea, Yellow Sea, North
Sea, Persian Gulf and Gulf of St. Lawrence) (cf. Fig. 5.1.6). Figure 5.1.7 illustrates the ocean
response to atmospheric forcing with the MIB approximation, the DAC as well as the difference
thereof. In this case, the relative error induced by the MIB simulation is larger over the Hudson
Bay, the North Sea and the Gulf of Thailand.

To overcome these shortcomings, the treatment attempted herein involves employing the
sea surface topography after all tidal effects have been filtered out. The high-frequency ocean
response to atmospheric density changes cannot be inferred by altimeter measurements owing to
the long repeat cycle of the relevant satellites (e.g., 10 days for Jason-1 and Jason-2, and 35 days
for SARAL/AltilKa and ENVISAT). This can only be retrieved from the output of ocean models.
By and large, ocean models are divided in baroclinic and barotropic. Baroclinic models such
as the ocean model for circulation and tides, OMCT” (Thomas, 2002; Dobslaw and Thomas,
2007 ), are forced by barometric pressure, wind stress, solar radiation, and freshwater fluxes (pre-
cipitation, evaporation and continental runoft). Barotropic models such as Mog2D-G/TUGO-m
(Carrére and Lyard, 2003) are forced only by wind stress (near-surface fields, 10 m) and surface
pressure. More sophisticated models such as MPI-OM (Max-Planck-Institute global ocean /sea-
ice model, Jungclaus et al. (2013)) are additionally forced by near-surface temperature and dew

"ftp://isdcftp.gfz-potsdam.de/grace/Level-1B/GFZ/AOD/RLO6/
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Figure 5.1.8: Atmospheric loading displacements employing hourly ERAS fields (blue) and MIB, and
ERAS5 and Mog2D-G fields (red) at Badary (upper) and Onsala (lower). The differences in the radial
(left), North-South (middle), and East-West (EW) component are shown in green.

point temperature (2m), total clond cover, total precipitation and solar (shortwave) radiation.
The difference between baroclinic and barotropic models lies with the depth-dependent part of
the flow; baroclinic models describe the density redistribution in the body of water as a response
to the sea surface flow, whereas barotropic models assume the same water density throughout
the entire water column. Due to baroclinic phenomena such as El Nifio being fairly slow, the
advantage of baroclinic over barotropic models cannot be exploited in the current investigations
since the IB/MIB hypothesis is valid for such timescales, hence, only barotropic models will be
assessed herein.

Employing ERA5SML and the state-of-the-art high frequency barotropic ocean model Mog2D-
G#, atmospheric pressure loading displacements were simulated and compared. Figure 5.1.8
depicts the differences alternating the ocean response to atmospheric forcing between MIB and
DAC. The impact of this change is fairly small for inland stations such as Badary significantly af-
fecting less than 10 % of the cases in the radial component and 50 % in the tangential component.
For stations residing close to the coast such as Onsala, where the NTAL signal is attenuated,
the respective figures can exceed 60 % in all components. The dynamic ocean response does not
differ from the static IB approximation at low frequencies.

5.1.3 Impact of the spatio-temporal resolution

Most geophysical loading services provide displacements and gravitational changes due to load-
ing on a grid as well as at important geodetic sites — usually those considered for the latest
ITRF. If these corrections are intended for application in the analysis of space geodetic tech-
niques (or e.g., the reduction of superconducting gravimeter measurements), site-specific series
should be preferred over those interpolated from a grid. The reason behind that stems from
the fairly steep gradient of the Green’s functions at small distances (cf. 5.1.2). For instance,
for ak135 the 9Gr(z) /0 is only 3.8(1.0) 10”Remkg ™! at ¢ = 1° but increases rapidly to

8ftp.aviso.altimetry.fr/auxiliary/dac/dac_delayed_global/
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8.8(5.0) 10"2Ramkg ! at ¢» = 0.5° and 39.0(7.9) 10"?Ramkg ! at ¢ = 0.25°. In the event that
site-specific corrections are not applied, non-linear interpolation methods (e.g., bi-cubic) should
be preferred for while they induce an increase to the computational overhead, on average they
vield more precise corrections compared to bi-linear interpolation.

The spatial resolution (or spherical harmonic expansion) of the underlying mass anomaly
field employed to do the global convolution sum is even more crucial. The coarser the spatial
resolution of the mass anomaly field, the more localization of sharp spatial gradients is reduced
and thus the smaller the amplitude of the simulated deformations. The steep spatial gradients
in the barometric pressure field are mainly due to the formulation of the orography, and are
not retained in the pressure anomaly field where the spatial gradients rarely exceed 5hPa in
a typical 0.25° resolved field. On the contrary, ocean bottom pressure and hydrological mass
spatial gradients reach very large values at shallow seas (e.g., during storm surge events at the
North Sea), and in the vicinity of major river channels (e.g., Amazon river), respectively.

The representation of such features requires employing atmospheric, oceanic, and hydrologi-
cal models of a sufficiently high spatial resolution. This does not only apply for the anomaly field
utilized for the convolution, but the horizontal discretization of the observations/estimates of the
assimilation algorithm. For instance, soil moisture at a certain resolution from ERAS5 should be
preferred over soil moisture from ERA Interim as put aside the more sophisticated assimilation
system the grid step is much smaller (31 km and 79 km, respectively).

The most accurate loading results are obtained when calculating the displacements exactly
at the point of interest employing a high resolution model at a high resolution. While utilizing
high resolution fields is more sound from a scientific viewpoint, it is very expensive from the
computational efficiency. In fact, calculating displacements for a sufficiently dense grid (e.g.,
0.5°) over the entire space geodesy era (since 1976 for SLR, 1979 for VLBI and 1993 for GPS) is
a time-consuming task even for state-of-the-art clusters that imposes prohibitive constrains on
experimentations.

In this study, to expedite the calculation of geophysical loading displacements on a sufficiently
dense grid, three simplification — practical tricks — have been employed:

[0 octahedral quasi-regular Gaussian grids in lieu of equi-angular;

[ coarser sampling of the calculation nodes over far offshore oceanic regions for NTAL and
CWSL (the opposite for NTOL); and

O the patched Green’s function approach (Dill and Dobslaw, 2013; Dill et al., 2018).

Conducting the calculations on a regular Gaussian grid (the number of nodes is identical for all
parallels) suffers from the decreasing distance between the nodes of the same parallel polewards,
hence introducing unnecessary calculations. Performing the calculations for the nodes of an
octahedral quasi-regular Gaussian grid instead of a regular Gaussian grid reduces the number
of global convolution sums by 31 %. In this work, all loading displacements generated on a grid
were on a Q200 grid, corresponding to a 0.45°x0.45° regular grid. The displacement fields are
hardly distinct.

The global convolution sum is performed employing the patched Green’s function approach
(Dill and Dobslaw, 2013). That is, the calculation of the global deformation field is separated
into the near-field contribution (innermost zone) where a high resolution mass anomaly field is
employed, and a far-field contribution where a less finely resolved mass redistribution field is
utilized. For a 2° global grid the displacements are calculated utilizing a 1° grid for ¢ > 4°. For
every node of a 0.5° grid the displacements are calculated utilizing a 0.125° mass anomaly field for
1 < 4°. Subsequently, the far-field contribution to the displacement field is upgridded to match
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the spatial resolution of the near-field. Thereupon, the far-field and the near-field contributions
are added to yield the final displacement for every node, and compose the deformation field.

The deformation fields calculated with the LGF approach and the patched LGF approach
are almost interchangeable at the sub-mm level. The benefit from applying the patched LGF
approach with the aforementioned setup lies with the fact that the number of calculations is
reduced to 0.003 %. To this end the patched LGF approach is to be preferred if the calculation
of point on a dense grid is intended (180,000 nodes). If the displacements only at geodetic sites
are desired (1896 stations for the techniques’ contribution to ITRF14) the acceleration of the
calculation process is very small in absolute terms.

The same principle can be applied with more coarse spatial sampling for the far-field contri-
bution, thus enhancing the computational efficiency further upon.

Last but not least, as the spatial gradients of both the mass redistribution fields as well as the
displacements are fairly small over oceanic regions far from land (for NTAL and CWSL), it was
decided that the neighbouring grid nodes of far offshore areas be further apart compared to those
over land. The opposite was applied to the calculation of NTOL. For the former case, loading
displacements over oceanic blocks 200 km offshore were calculated on a 2° grid. Subsequently, the
displacements at the nodes, that were skipped, were computed by bi-cubic interpolation. Thus,
the computational burden is reduced to 3.6 % for NTAL and CWSL over the ocean (54.8% in
total), and 3.0 % over land for NTOL (67.2 %).

5.2 Simulation of atmospheric pressure loading

To a certain extend, the series of barometric pressure and simulated NTAL radial displacement
are anticorrelated. This is mainly dictated by the proximity of the site to the ocean. For non-
coastal sites such as Wettzell and Hartebeesthoek, this feature is very clear as the anticorrelation
exceeds 85 % and 91 %, respectively. Nevertheless, at sites by the coast (Fortaleza) and on
islands (IKokee), the anticorrelation is uncertain (67 % and 18 %, respectively). A repercussion
stemming from this fact, illustrated by Fig. 5.2.1, is the so-called “Blue-Sky effect”. It is related
to the weather-dependency of optical observations (e.g., SLR and LLR)) that can be carried out
only under cloudless sky conditions — typically under high barometric pressure conditions —
thus biasing the related products (e.g., Soénica et al., 2013).

As all models employ the same loading Green’s kernels and the same strategy to obtain the
reference pressure, the divergences arize predominantly from differences in the pressure fields
extracted from the NWM (which emerge from differences in the data assimilation procedure and
the spectral resolution) and the ocean-continent function.

Herein, the NWM of choice are the latest reanalyses from ECMWEF, ERA Interim and ERAS.
This lies with the fact that for the entire re-analysis period (from 1979 onwards) aspects such
as the data assimilation system (IFS-Cy31r2 and IFS-Cy41r2) and the physical model remain
unmodified. Additionally, ERA Interim performs favorably well, in particular with respect to
confirming physical constraints related to e.g., mass conservation which are of special interest
here (e.g. Berrisford et al., 2011).

The finite spatial representativeness of any NWM, ERA Interim and ERAJ included, render
unresolvable steep orographic gradients as well as features smaller than the half-wavelength of
the model. The discrepancy between the orographies of these models and the actual altitude of
a geodetic station can exceed 2km. Therefore, the surface pressure fields — that refer to the
orography — could represent the air mass hundereds of metres aloft or below the point of interest.
While the bias in the mass load time series does not propagate to the mass anomalies should
a consistent “reference pressure” be adopted, the temporal variations can differ considerably
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Figure 5.2.1: Barometric pressure anomalies (blue) and simulated NTAL radial displacements (red) at
Wettzell (upper left), Hartebeesthoek (upper right), Fortaleza (lower left), and Kokee Park (lower right).

because temporal pressure anomalies are sensitive to varying altitude. For instance, the S,
pressure amplitude differs between series extracted from the surface fields and exactly at the
altitude of a station by up to 4hPa at some VLBI stations. These differences show neither
spatial pattern nor altitude dependence, thus they cannot be modelled a posteriori. To this end,
for all atmospheric loading models developed herein, the pressure fields from which the mass
anomalies are built stems from the model levels and not from the surface fields (van Dam et al.,
2010). The algorithm to calculate the orography-reduced pressure anomalies (Balidakis et al.,
2016) is described in Sec. 3.3.

5.2.1 Tidal atmospheric pressure loading

Solar radiative heating gives rise to pressure, temperature, and wind stress oscillations predom-
inantly at periods of one tropical year and one solar day, that in turn induce periodic elastic
deformation at the same frequencies. In this section focus is placed on the high-frequency varia-
tions (cf. pressure tide model from GFZ-PT based on ERAS fields developed here, Sec. 4.3). The
excitation mechanisms governing atmospheric tides have thermal and gravitational origins that
are well understood. Water (H20) and ozon (O3), as well as Oz and Ng in the thermosphere,
absorbing solar radiation (UV and IR, respectively) induce regular temperature oscillations in
atmospheric regions where their concentration culminates (the lower troposphere and the middle
of the stratosphere, respectively), thus causing long-wavelength patterns in the spatial domain
of the vertically integrated fluid mass, that is, the pressure at the surface of the Earth. The
timescales of these pressure oscillations are driven by solar irradiance, which displays seasonal
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variations due to the relative position of the Earth and the Sun, as well as synoptic changes in
the atmospheric density. The fact that solar heating follows a square wave function - with the
duty cycle changing throughout the year - produces overtones to the S, and S; frequencies. Note-
worthy is that the So barometric tide is stronger than the S;. Gravitational attraction excerted
by the Sun and the Moon to the masses comprising the atmosphere, as well as the displacement
of its lower boundary induced by tidal motion of the crust of the Earth and the ocean surface
due to both solid Earth and ocean tides, contributes fairly moderately to the barometric tides.

A common decomposition of the barometric tides is to migrating and non-migrating tidal
components (e.g., Siebert, 1961; Chapman and Lindzen, 1969). The waves coherent with the
apparent motion of the Sun across the sky (westward propagation) are labeled as migrating.
Non-migrating are the long-wavelength waves induced by heating processes mainly related to
the absorption of solar radiation by the inhomogeniously distributed water vapor in the lower
troposphere, the vertical eddy heat transport at the surface, and convective heating. The S;
wave displays largely non-migrating features, as well as migrating over the oceans in the tropics.
The So tide is primarily migrating, and the S3 is the product of interaction between So and
gravity waves induced by tropospheric disturbances.

The spatial resolution of the pressure tide coefficients estimated in this study is 0.125°, Em-
ploying elastic LGF in lieu of the seemingly more appropriate frequency-dependent viscoelastic
Green’s functions yields a negligible relative error in the order of 1.5 % that projects to displace-
ment discrepancies below 0.05 mm for the radial component of the most prominent atmospheric
tide the Sz (Petit and Luzum, 2010).

Unlike the computation of non-tidal geophysical loading effects, invoking the NIB hypothesis
is sound for the simulation of atmospheric tides owing to the fact that equilibrinm within the
various water basins cannot be accomplished at timescales of several hours. The tidal atmo-
spheric loading (TAL) coefficients are determined by convolving all pressure anomaly harmonic
terms corresponding to frequencies equal or higher than 24 hours, that have been estimated in
Sec. 4.3, with LGF (Sec. 5.1.1) from ak135. Displacements were generated in all aforementioned
isomorphic reference frames, but only the ones corresponding to the CM were used in the geodetic
analysis (cf. Chapter 7).

Figure 5.2.2 illustrates the amplitude of simulated displacements induced by S; and So
atmospheric tides, calculated employing 3-hourly® ERA Interim reanalysis data. Employing 3-
hourly or hourly (e.g., from ERAS) data renders the interpolation scheme by van den Dool et al.
(1997) or Ray and Ponte (2003) unnecessary, thus enabling to consider both migrating and non-
migrating tidal components, as well as to properly estimate harmonics up to 2 hours. The
selection of ERA Interim and ERADS for the estimation of atmospheric tide components is inten-
tional as in addition to being very accurate, the upper boundary thereof lies well above the layer
with maximum O3 (Ozon in the stratosphere absorbs UV radiation thus exciting the Sg tide)
concentration (e.g., Berrisford et al., 2011; Sakazaki and Hamilton, 2017).

TAL effects owing to waves other than S; and Sg have also been assessed in this study, 10
waves in total. Figure 5.2.3 illustrates the displacement effect of Ss, K1, Lo, Ma, Na, Py, Ra
and Ty partial tides, as well as the portion of accumulated TAL signal attributed to S; and Se.
Retaining only the S; and So waves induces relative errors well below 0.5 mm. While this figure
is relatively small, aspiring to achieve positioning accuracy below 1 mm suggests that all models
employed for observations’ reduction are an order of magnitude more accurate — especially
those for which no parameters are estimated in the geodetic adjustment. Hence, expanding the

9The meteorological fields at the epochs not coinciding with [00 06 12 18] UTC stem from the forecasts com-
mencing at 00 and 12; the 03 fields are +3 hours from 00, the 09 fields are +9 hours from 00, the 15 fields are
+3 hours from 12, and the 21 fields are +9 hours from 12.
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Figure 5.2.2: The amplitude of the simulated displacements induced by S; (upper row) and Sy (lower
row) atmospheric tides at the vertical (left), North-South (middle) and East-West (right) coordinate
component. Note the different color scales.

harmonic expansion of tidal atmospheric loading to 10 instead of 2 waves is a necessity rather
than a redundancy. For the remainder of this study, accounting for tidal loading effects is to be
understood as applying for the aforementioned 10 waves.

Section 1.3 of GFZ Potsdam'?, and Leonid Petrov!!' also provide diurnal and subdiurnal
harmonic displacement terms due to atmospheric tides.

5.2.2 Non-tidal atmospheric pressure loading

Due to the seasonal modulation of barometric tides being disregarded in the estimation of TAL,
as described in Sec. 5.2.1, and the total atmospheric loading signal being the aggregate of TAL
and non-tidal atmospheric loading (NTAL), employing unfiltered pressure fields to perform the
global convolution sum (5.1.3) is the most rigorous approach. Nevertheless, as of this writing, the
latest IERS Conventions (Petit and Luzum, 2010) recommend the application of TAL, but not
vet the inclusion of NTAL corrections for operational space geodetic techniques’ data analysis.
Hence, a separation scheme is necessary. The most common approach is filtering the barometric
pressure anomaly fields for S; and S and applying (5.1.3) to the residuals. Another possibility
lies with estimating the S; and S harmonic terms from the loading displacements estimated
employing the unfiltered pressure fields and then removing them from the related time series.
While NTAL signals usually have strong S, waves, Ss; periodicities are not uncommon (e.g.,
Algonquin Park, Ny-Alesund, and Antarctica). Unlike NTOL and CWSL, the contribution of
low frequencies (less than one cycle per year) to the total signal is insignificant. The capability
of a S, wave to describe the NTAL signal varies largely. It can be as large as 45 % for the radial
displacement component of Badary and Kokee Park, or even larger (e.g., 61.6 % for Kagoshima).
There are cases where harmonic waves fail to capture the NTAL signal (e.g., 3.9 % for the radial
component in Fairbanks).

NTAL are predominantly associated with long wavelength synoptic pressure systems (e.g.,
tropical cyclones and continental anticyclones). Based on calenlations carried out herein, NTAL
induces displacements as large as 34 mm in the radial coordinate component and 8mm in the

0ftp://ig2-dnz. gfz-potsdan. de/
Yhttp://massloading.net/
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Figure 5.2.3: The amplitude of the combined tidal atmospheric loading effect stemming from K, Lo,
Mz, Na, Py, Ro and Ty (ERA Interim, GFZ Section 1.3) and S3 (ERAS, this study) (upper row). The
lower row shows the fraction of the signal due to the combined S; and S» with respect to the accumulated
signal (10 waves). The columns refer to the radial (left), North-South (middle), and East-West (right)
coordinate component.

tangential component. On average, radial displacements are 166 % larger compared to tangential
displacements.

Figure 5.2.4 and Fig. A.0.2 illustrate the amplitude and the phase, respectively, of NTAL-
induced displacements at S,, Ssa, and Si, frequencies. The amplitude of the NTAL signal is
largest at great distances from the ocean i.e., over Russia and Kazakhstan, whereas it is close
to zero over the oceans. Nevertheless, this does not hold for the tangential displacements; the
spatial distribution of NS amplitudes shows a degree-one pattern, and longitudinal features are
prominent in the EW amplitudes.

As of today. there is a large number of services that provide displacements and gravity
anomalies induced by NTAL. Table 5.2.1 lists the most popular along with their basic charac-
teristics.

Most NTAL providers perform the global convolution sum in the spatial domain, provide
6-hourly displacement series in both specific stations and global grids, and adopt the MIB as-
sumption. The displacements are usually made available in the CM and CE or CF isomorphic
frames. The operational product of Global Geophysical Fluids Center (GGFC'?), a service es-
tablished by the IERS (van Dam et al., 2003), is provided on a grid (2.5°x2.5°) and is based on
the NCEP reanalysis surface data (Kalnay et al., 1996).

Employing these loading displacement series in geodetic data analysis should be done with
caution as there is no consensus amongst providers regarding the frequencies that should be
filtered out. That is, the International Mass Loading Service (IMLS, Petrov, 2017) removes all
harmonic variations occurring at frequencies higher than 36 hours, GFZ 1.3 removes all frequen-
cies higher than 72 hours, GGFC, GSFC, and Technische Universitat Wien (TUV) removes only
81 and Sy, and the Ecole et Observatoire des Sciences de la Terre (EOST) provides the sum of
TAL and NTAL for the time series, but NTAL only for the gridded displacements.

There is a fairly good agreement between the NTAL models for the calculation of which a
form of the IB hypothesis was adopted. Figure 5.2.5 illustrates the differences between simulated
NTAL displacements by some services at Algonquin Park (inland) and Kokee Park (island). For

2http://geophy.uni.1lu/ and http://loading.u-strasbg.fr/GGFC/
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Figure 5.2.4: The amplitude of the simulated displacements induced by NTAL at S, (15* column), S.,
(2" column), and Sy, (3™ column) frequencies, at the radial (1°* row), North-South (2" row) and East-

West (3™ row) coordinate component. The 4% column shows the RMS of the post-fit residuals. Note
the different color scales.
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Figure 5.2.5: The differences between simulated NTAL displacements of EOST, GFZ, and IMLS, with
respect to GGFC, at Algonquin Park (upper row) and Kokee Park (lower row), in the radial (left), East-

West (middle), and North-South (right) coordinate component. The loading signal from GFZ is shown
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Table 5.2.1: The most widely used NTAL services along with their basic characteristics. For the
abbreviations, see text.

service  conv ocean underlying temporal spatial sites time
T response NWM resolution resolution = span
EOST LGF MIB ECMWFop 3h 0.5°x0.5° v 2000.8-2017.8
EOST LGF MIB ERA Interim 6h 0.5°x0.5° v 1979.0-2017.8
ECMWFop . . -
EOST LGF DAC TUGOMm 3h 0.5°x0.5 v 2002.0-2017.0
ERA-40
GFZ 1.3 LGF MIB ERA Interim 3h 0.5°x0.5° v 1976.0-RT
ECMWFop
GGFC LGF MIB NCEP;NC.AR 6h 2.5°x2.5° X 1980.0-2015.0
Reanalysis 1
GSFC LGF MIB NCEP;NC.AR 6h 2.5°x2.5° v 1976.0-NRT
Reanalysis 1
IMLS LLN MIB GEOS-FPIT 3h 2.0"x2.0/ v 2000.0-RT
IMLS LLN MIB MERRA2 6h 2.0"x2.0/ v 1980.0-NRT
TUV LGF MIB ECMWFop 6h 1.0°x1.0° v 1979.0-NRT

the comparison to be fair, series from EOST were low-pass filtered (36 hours). Significant
differences are smaller and less frequent over and areas covered with water, hence the predicted
displacements in inland sites deviate further.

To assess the agreement, since the NTAL signals fluctuate a few mm around zero a rather
simple quantitative metric used here is the number of grid nodes where the differences between the
simulated displacements do not exceed the loading signal'®. Comparing the product developed
herein (ERA5, MIB) to the operational IERS product (University of Luxembourg), a good
agreement is found. Over land, in 10.2% (R), 13.1% (NS), and 11.0% (EW) of the cases
the differences are larger than the signal. Over the oceans, the respective figures are 10.6 %,
11.8 %, and 8.0 %. The average'* RMS over land is 0.6 mm, and over the oceans it is 0.3 mm.
To practically quantify the differences between the models, the percentage of cases where the
differences between the simulations exceed the 1mm level was determined; over land 20.4 %
(R), 1.1% (NS), and 10.5% (EW), and over water 1.3% (R), 0.5% (NS), and 0.5% (EW).
The displacements from the simulation runs with ERAS5, where MIB and DAC (Mog2D-G) was
adopted, differ considerably; over land the average RMS is 2.0mm whereas over the oceans
it is 4.2mm. The deformation differences exceed the 1mm in 57.3 mm (R), 48.1 % (NS), and
46.3 % (EW) over land, and 73.9% (R), 47.7 % (NS), and 48.0 % (EW) over water. The largest
discrepancies lie across the ACC, the Arctic Ocean, and in the regions where the NTOL signal
is not negligible (cf. 5.3.1). Thus, the ocean response to atmospheric forcing is the major source

3The meridian convergence is taken into account.
140n forming the average, the grid ondes are weighted by the area of ellipsoidal trapezoid limited by meridians
w1 < w2, and parallels Ay and Az is evaluated by:

Lo
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where e denotes the first eccentricity of the ellipsoid.
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of discrepancy between NTAL models.

Comparing all models listed in Table 5.2.1 with GGFC, the differences between the simulated
displacements exceed the loading signal in 11.7 % (R), 13.9 % (NS), and 14.7 % (EW) of the grid
nodes over land. These results are similar to those obtained comparing the model developed
here. The IMLS provides GEOS-FPIT (Rienecker et al., 2008) and MERRA2 (Gelaro et al.,
2017). The EOST loading service provides a large variety of models driven by pressure anoma-
lies from ECMWEF’s operational model and ERA Interim reanalysis. The loading service of
GeoForschungsZentrum Potsdam (GFZ, Dill and Dobslaw, 2013) provides displacements from a
fusion of ERA-40, ERA Interim, and ECMWF’s operational analysis. TUV employs ECMWEF’s
operational analysis. GGFC employs NCEP/NCAR Reanalysis 1 (Kalnay et al., 1996). In these
statistics the ECMWF+TUGOm model from EOST is not included as the largest differences,
that stem from the treatment of the ocean response to pressure and wind forcing, are found
here. The average RMS over land is 0.7mm (R), and over water is 0.3 mm (R). The RMS in the
tangential direction ranges around 2 mm.

Assimilating in situ barometric pressure observations (in the vicinity of VLBI stations) with
a logging interval on the scale of several minutes into the pressure anomaly fields extracted
from global NWMs allows to account for high-frequency short-scale (near-field) fluctuations that
NWNMs cannot capture. The orography-adjusted pressure fields from ERA Interim were first in-
terpolated at the reference epoch of each scan. Then, each field was modified in such a way that
bilinear interpolation at the VLBI stations returns the pressure observation introduced. This
approach has been successfully tested in Balidakis et al. (2015a) employing homogenized in situ
pressure records at VLBI sites with promising results for the CONT14 campaign'®. Neverthe-
less, due to the large computational burden stemming from the convolution being performed
every few minutes, this approach is ill-suited for long reanalysis campaigns and hence no further
investigations have been carried out in this regard in the current framework.

5.3 Simulation of non-tidal ocean loading

Lunar and solar tides excluded, the redistribution of the oceanic mass is induced mainly by at-
mospheric circulation, freshwater fluxes, and changes in the integrated atmospheric mass above
the oceans (e.g., van Dam et al., 2012). Atmospheric circulation, mainly winds, excites the dy-
namic oceanic circulation. The global freshwater flux regulates salinity which together with
temperature drive water density and therefore deep circulation; sea ice formation and evapora-
tion enhance it, and ice melt, precipitation, and runoff decrease it. This mass redistribution is
perceived as ocean bottom pressure anomalies that in turn load Earth’s surface. Based on calcu-
lations carried out herein, the extend of the related displacements ranges between -48 to 52 mm
in the radial, -10 to 11 mm in the NS, and -11 to 10mm in the EW coordinate component. The
main frequency nested in the NTOL signals is found around 1 ¢py, with some cases around 2 cpy.
Due to phenomena such as the El Nino-southern oscillation (ENSO) cycle (El Nino and La Nina)
there are several locations where the related PSD peaks at much lower frequencies (5 years). In
all cases where the main frequency stongly deviates from 1 c¢py, the maximum normalized PSD
is well below 5%. At locations where the main frequency is annual, the maximum normalized
PSD can vary largely (e.g., for the radial components of Wettzell and Fortaleza it is 25.3 % and
6.1 % respectively).

5The number of baselines the WRMS (repeatability) of which improves (reduces) with respect to not applying
non-tidal atmospheric pressure loading is 7% larger for the solution where in situ pressure observations were
used to calculate the displacement model, compared to the solution where the atmospheric loading model of
GSFC was utilized. The VLBI data analysis was carried out employing the Kalman filter module of VieVS@GFZ
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Figure 5.3.1: The amplitude of the simulated displacements induced by NTOL at S, (15" column),
Ssa (274 column), and S;, (3" column) frequencies, at the radial (15 row), North-South (2°9 row) and
East-West (3™ row) coordinate component. The 4™ column shows the RMS of the post-fit residuals.
Note the different color scales.

After reducing the offset, the linear trend, the S,, Sqa, and St, harmonics (cf. EGLM Sec. 5.5),
the time series display a scatter as large as 5.9 mm in the radial and 1.6 mm in the tangential
coordinate component (cf. Fig. 5.3.1). The largest RMS values are found in Bering Sea, East
Siberian Sea, Kara Sea, Hudson Bay, North Sea, Gulf of Thailand, and the South Antarctic
circumpolar current front. Over land, in areas not sharing a coastline with the aforementioned
regions, the RMS of the NTOL signals does not exceed 1.0 mm. Figure 5.3.1 and Fig. A.0.3
illustrate the amplitudes and phases, respectively, of EGLM. The largest S, amplitudes are
found in the Gulf of Thailand. At Sg., and Si, frequencies large amplitudes appear in the Black
Sea and in the southern Indian Ocean.

The barotropic case i.e., the dynamic sea level equals the equivalent sea level due to dynamic
ocean bottom pressure anomalies, was adopted for the calculations herein. The ocean bottom
pressure p, was calculated employing the sea surface height anomalies ¢ (dynamic or adjusted
sea level) from Mog2D-G (Lynch and Gray, 1979; Carrére and Lyard, 2003)

0

po=g.{ o+ [pan )+ [[pas (5:3.1)
H 5

where p; is the sea surface density (density of the uppermost layer of the resting ocean), g is the
acceleration due to gravity at the sea surface, and H is the bottom depth. The last term is the
spatial average of atmospheric pressure over the global ocean. Note that under the assumptions
that p is constant and ¢ = 0, there is an isostatic responce of the ocean to atmospheric forcing,
viz., sea level gradients fully compensate for the applied loading, hence p, is constant across the
ocean floor and of course equal to the spatial average of atmospheric pressure over the global
ocean. To obtain the dynamic ocean bottom pressure, the last term of (5.3.1) must be subtracted
from p,.

Notable long-term trends do exist in the NTOL and CWSL series partly due to the Boussi-
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Table 5.3.1: The most widely used NTOL services along with their basic characteristics. For the
abbreviations, see text.

service  conv underlying temporal spatial sites time

) NOM resolution  resolution ) span
EOST LGF ECCO 12h 1.0°x1.0° v 1993.0-2017.5
EOST LGF ECCO2 24h 0.25°x0.25° v 1992.0-2017.2
EOST LGF GLORYS2v3 24h 0.25°x0.25° v 1992.0-2014.0
GGFC LGF ECCO 12h 2.5°x2.5° X 1993.0-2017.5

GFZ 1.3 LGF MPIOM 3h 0.5°x0.5° v 1976.0-RT

GSFC LGF ECCO 12h 1.0°%x1.0° v 1993.0-2014.3
IMLS LLN OMCT 6h 2.0"x2.0 v 1980.0-NRT

nesq approximation'® adopted in the related models, i.e., the time derivative of the volume and
not the mass of the respective fluid is implicitly constrained to zero (conserved). Of course, real
trends do exist in the NTOL and CWSL series (e.g., trends in freshwater fluxes, atmospheric
forcing, large scale circulation) but it is very difficult to discern them from the spurious. A rather
practical approach to mitigate that is to reduce the mass anomalies prior to the convolution by
the instantaneous global ocean bottom pressure average (Greatbatch, 1994 ). Thereupon, for the
calculation of the global convolution sum (5.1.3), mass changes expressed in terms of ocean bot-
tom pressure anomalies are masked over land. In the calculations carried out herein, for the sake
of consistency, the same land-sea mask was employed for all geophysical loading simulations.

The shallow water hydrodynamic model Mog2D-G (2 Dimensions Gravity waves model) was
a deliberate choice as it has been extensively tested against tide and bottom pressure gauge
data as well as altimeter data. Moreover, Mog2D-G is forced by a very high quality NWM
(operational model of ECMWF), it has acceptable latency (3 weeks), it is available since 1992,
and it is successfully used e.g., for the removal of the barotropic signal from the observations of
GRACE. Figure 5.3.2 illustrates the differences between simulated NTOL displacements at some
sites, by some services listed in Table 5.3.1.

Estimation of the circulation & climate of the ocean (ECCO'T) products are usually em-
ployed for NTOL calculations. Although there are several releases, ECCO-JPL (Fukumori, 2002;
Wunsch et al., 2009) and ECCO2 (Menemenlis et al., 2005) are the most popular due to their
high quality and near real-time availability. Of the two, most common is ECCO-JPL that is forced
by NCEP reanalysis and operational data, commences in 1993, and spans at —78.5° < ¢ < 79.5°.
Unlike other numerical oceanic models (NOM) such as OMCT05, MPIOM, and Mog2D-G that
are forced solely by NWM data, ECCO additionally assimilates in situ data, as well as products
of altimetry and scatterometry. ECCO products are provided on an 1° grid except for the tropic
belt (0.3%), on 46 levels, at 12-hourly intervals. For the comparisons carried out below, the fact
that data from ECCO represent an average over time rather than a snapshot, is considered.

The baroclinic ocean model for circulation and tides (OMCT'®, — Thomas, 2002;

) a
5Under the Boussinesq approximation the magnitude of 7 is rather small in comparison to the magnitude of

the velocity gradients V- v in a given geophysical fluid model. Hence, the continuity equation in most ocean or
18
hydrological models takes its incompressible form V - v = 0 (volume conservation) instead of E§p+ V-v=0
(mass conservation).
"http: //www.ecco-group.org/
18 yww. gfz-potsdam.de/en/section/earth-system-modelling/topics/
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Figure 5.3.2: The differences between simulated NTOL displacements of EOST, GFZ, and IMLS, with
respect to GGFC, at Algonquin Park (upper row) and Kokee Park (lower row), in the radial (left),
East-West (middle), and North-South (right) coordinate component. The loading signal from GFZ is in
gray.

Dobslaw and Thomas, 2007) uses nonlinear balance equations for momentum, the continuity
equation, and conservation equations for salt and heat. As with most state-of-the-art NOMs, the
Boussinesq and hydrostatic approximations have been employed. The latest version of OMCT,
OMCTO05, is forced by wind speed, surface pressure, temperature, specific humidity, heat and
freshwater fluxes fields, and Charnock’s parameters (relate the sea surface roughness length to
wind-induced stress) from ECMWZF’s operational analysis. The ocean mass is artificially con-
served by removing a homogeneous layer of mass at each epoch. The horizontal resolution of
OMCT is 1.875° on 13 levels, and the time step is set to 30min. Low-frequency variability does
exist in the ocean bottom pressure output of OMCT and is assumed to be largely artificial, hence
reduced in the investigations herein. They are primarily related to the heating of water masses
at intermediate depths, and the effects thereof on the thermohaline circulation. A simple com-
parison with the Max-Planck-Institute for Meteorology Ocean Model (MPIOM) in the spectral
domain attests to this feature (Fig. 5.3.4). OMCT has been widely used for the GRACE Level-1B
atmosphere and ocean de-aliasing products up to release AODIB_RLO05 (Dobslaw et al., 2013).

The MPIOM* (Jungclaus et al., 2013) simulation is a primitive equation baroclinic model.
The MPIOM output GFZ employs stems from an own run of the model routines that have been
slightly modified. The output is given on a regular 1° grid on 40 levels, with a time step of 90 min.
MPIOM (TP10L40) is driven by data from ERA-40 (1970-1978), ERA Interim (1979-2006),
and ECMWEF’s operational analysis (2007-present). In particular, to calculate the atmospheric
forcing, the following fields have been utilized: surface pressure, 2m temperature, 2m dew point
temperature, total cloud cover, total precipitation, surface short-wave incoming radiation, 10 m
wind speed components, as well as the Charnock parameter. To conserve the total ocean mass in
time and to alleviate of spurious rates stemming from the Boussinesq approximation employed
in the MPIOM momentum equations, the epoch-wise average ocean bottom pressure over the

dynamics-of-atmosphere-and-hydrosphere/omct-model/

19 ww . mpimet . mpg.de/en/science/models/mpi-esm/mpiom/
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oceans is reduced. The mass anomalies are calculated by subtracting the time-average ocean
bottom pressure field, and by applying the necessary inverse barometer corrections. MPIOM
run by GFZ has been extensively tested as it is utilized for AODIB_RL0O6 (Dobslaw et al.,
2017b). Further details are provided in Dobslaw et al. (2017a).

Ocean bottom pressure can also be deduced from GRACE observations (e.g.,
Chambers and Bonin, 2012) monthly, at a spatial resolution of 1°. Figure 5.3.3 illustrates the
variability of the equivalent water height (EWH) anomalies induced by monthly ocean bottom
pressure variations observed by GRACE, calculated at the GFZ. Comparison between ocean
bottom pressure estimated from GRACE (and its successor GRACE-FO) and NOMs will shed
light on detecting spurious low-frequency variability, and will be part of future studies.

There is a number of studies where regional NOMs
such as POLSSM (Proudman Oceanographic Labora-
tory Storm Surge Model) have been employed and it
was proven that they outperform global ones (e.g.,
Williams and Penna, 2011). While this is very promis-
ing, it s not as practical, in terms of the consistensy of
analyzing global networks.

— = [cm] The agreement between different NTOL models
23456789 available (cf. Table 5.3.1) is rather poor in compari-
Figure 5.3.3: Variability of equiva- son to the agreement between NTAL models. To as-
lent water height anomalies induced by Sess the agreement, the same metrics as for NTAL were
monthly ocean bottom pressure variations employed. Comparing the product developed herein to
observed by GRACE. the operational IERS product® (University of Luxem-
bourg) after removing trends and jumps in the ECCO
data, it is found that the agreement over land is better
compared to the agreement over water. In particular, 26.9 %, 23.4 %, and 26.3 % of the grid
nodes over land for the radial, NS and EW component, respectively, over the period 1993-2014.
Over the oceans, the respective numbers are 26.1 %, 25.3 %, and 23.9 %. For the period 1993-
2014, after removing long-term trends, the average RMS over land is 1.2 mm, and over the oceans
1.9mm. On 40.4% and 33.3 % of the grid nodes the displacement differences exceed the 1mm
level for the radial and tangential components, respectively.

A comparison with other services reveals similar discrepancies; over land the RMS is around
1 mm, and over the oceans up to 2mm. Nevertheless, better agreement is found when comparing
OMCTO05 (IMLS), MPIOM (GFZ), and Mog2D-G (this study), where the RMS of the differences
is reduced by 50 %. The closer agreement is to be expected as all three are forced from ECMWF
operational analysis. However, in 30 % (radial) and 10 % (lateral) of the cases the differences
exceed the mm-level. The RMS of the differences in the radial component can be as large as
5 mm in regions such as the Gulf of Thailand, the Chukchi Sea, and the Arctic Ocean. In general,
the discrepancies are larger over semi-enclosed seas (e.g., Hudson Bay and Black Sea), whereas
the agreement over land is on average below 0.6 mm in RMS. When the same NOM is employed
(e.g., ECCO-JPL) the RMS differences between the different providers are on average well below
0.5 mm over land and below 0.3 mm over the oceans.

2OProducts from the GGFC were provided upon request from Prof. van Dam.
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Figure 5.3.4: The degree variance of the ocean bottom pressure simulated by OMCTO05 (left), and
MPIOM (right) trimmed at degree 100.

5.4 Simulation of continental water storage loading

The mass redistribution within Earth’s continental hydrosphere is perceived herein as anomalies
in the total water W of each local catchment, in practice a grid node

W =W; + W, + Wy + W, (54.1)

where W; is the glacier-ice store, W is the snowpack store, Wy is the groundwater store, and W,
is the root-zone store (e.g., Milly and Shmakin, 2002). Therefore, the hydrological mass balance
is given by

oW oW, oW, oW, oW,
a o o T o

(5.4.2)

For glaciated cells melt and sublimation deplete the glacier ice contributing to OW;/dt. For
such regions W, and W, are always zero. For non-glaciated cells 0W, /0t is represented as the
aggregate contribution from the rate of frozen precipitation, snowpack, and sublimation. The
oW, /Ot comprises of the sum of rainfall and snowmelt minus the sum of evaporotranspiration
and drainage that is found between the surface and the effective depth of rooting (that is 2.89 m
for ERAS). The OW, /0t is given by the difference between the total discharge and the discharge
to the surface water network (e.g., rivers, wetlands, lakes, and man-made reservoirs).
In essence, the terrestrial component of the hydrological cycle can be expressed by

oW
ot

where the forcing stems from the sum of the rate of frozen precipitation and rainfall P, the sum of
evaporation, transpiration, and sublimation F (the rate of water vapor transfer from the ground
to the atmosphere), and the sum of the rate of discharge to the surface water network (surface
runoff), and to groundwater (drainage), Y. The amount of the net water flux into the surface (P—
F) that is converted either to deep percolation or surface runoff is determined by the transitory
ratio of the saturation to the capacity of soil layers to hold water (e.g., Dobslaw et al., 2010).
In practice, (5.4.3) is decomposed into the radial and lateral components that are connected via
water fluxes: runoff, drainage, infiltration, and interflow (e.g., Dill, 2008).

—P-E-Y, (5.4.3)
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Figure 5.4.1: Dispersion of the hydrological mass in mm of equivalent water height from CPCv2 (upper
left), GLDAS/Noah v3.3 (upper middle), ERAS (upper right), GRACE (lower left), and WaterGAP
2.2a (lower right).

The accurate simulation of global water storage variations is an intricate task owing to lacking
knowledge of the individual aforementioned components of the water balance equation directly
from NWMs (e.g., groundwater storage, water in river channels and other reservoirs). For the
investigations carried out herein, the hydrological mass was calculated employing (i) soil moisture,
snow accumulation, and plant canopy water, (ii) convective and stratiform precipitation, water
lost from the soil through deep soil drainage and surface runoff, and moisture flux from the soil
into the atmosphere, and (iii) mass anomalies from GRACE (cf. Fig. 5.4.1). The development
of a new hydrological model is beyond the intended scope of this work.

Calculations carried out herein indicate that the CWSL signal is the strongest over land,
ranging from -420 to 164 mm in the radial, -37 to 60 mm in the EW, and -58 to 54 mm in the NS
coordinate component. The largest signal amplitudes are found along major river channels such
as Amazon, Parana, Orinoco, Mississippi, Nile, Niger, Congo, Yangtze, Brahmaputra, Mekong,
Irrawaddy, Ob, as well as lake Nasser and the Pacific Coast Ranges of North America. Figure 5.4.2
and Fig. A.04 illustrate the amplitudes and phases of EGLM. respectively.

Unlike NTAL and NTOL, usually CWSL signals do not display prominent synoptic features
regularly — save for major precipitation events or river floods — hence more often than not are
discretized at monthly intervals, S, is the principal harmonic nested in the CWSL signals, being
able to describe more than 80 % of the signal in all cases where the magnitude of the CWSL
signal renders its omission harmful for the quality of the estimates stemming from the analysis
of space geodetic observations. Moreover, due to reasons similar to NTOL the amplitude of
harmonics near the 5-year mark are prominent as well (e.g., lake Nasser), and range to 2cm in
the radial component, and below 0.1 mm on the lateral plane. Applying a deterministic model
such as EGLM (cf. Sec. 5.5) the residual time series are left with an RMS lower than 1mm on
average. Nevertheless, the RMS can be as large as 8 cm in the radial component, but no more
than 1cm on the lateral plane.

CWSL is far more complicated to model and less understood compared to NTAL and NTOL.
The CWSL displacements are computed in a manner similar to NTAL (1 Pa equals 1 mm EWH
divided by 0.10197), that is by convolving load Green’s kernels (5.1.5) with mass anomalies
from NWMs or GRACE (cf. Fig. 5.4.1) employing (5.1.3). For CWSL, the total hydrological
mass is conserved by applying a uniform thin layer to surfaces covered by oceans. The big
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Figure 5.4.2: The amplitude of the simulated displacements induced by CWSL at S, (1%* column),
Ssa (204 column), and S;, (3" column) frequencies, at the radial (15 row), North-South (2°9 row) and
East-West (3™ row) coordinate component. The 4™ column shows the RMS of the post-fit residuals.
Note the different color scales.

difference between NTAL/NTOL and CWSL calculations lies with the fact that while for the
former the composition of mass anomalies is fairly straightforward (that is air pressure variations
and dynamic atmospheric corrections, and ocean bottom pressure anomalies, respectively), the
latter features a potentially long list of contributors. Usually, only the mass from plant canopy
water, snow accumulation, and soil moisure up to the effective depth of rooting is considered.
While this is a reasonable approximation, variations in the groundwater store as well as in
e.g., river channels and lakes, or due to streamflow from upstream cells, are usually disregarded.
Moreover, unreliable forcing data and the lack of a dynamic ice sheet model result in the masking
of mass anomalies in glaciated cells (e.g., for GLDAS/Noah v3.3) in the convolution, thus
rendering CWSL computations in the vicinity thereof inaccurate.

Employing GRACE data provides a workaround regarding the poorly understood ground-
water depletion. GRACE captures mass transport in general; notwithstanding, GRACE is inca-
pable of resolving small scale spatio-temporal variability (half wavelength of 200 000 km by the
equator and 90000 km by the poles). Thus far, mass flux anomalies (and subsequently EWH)
from GRACE can be resolved to 10 days and and equiangular grid of 4° — GRACE mascon
solution (Rowlands et al., 2005; Watkins et al., 2015). Monthly-averaged solutions have a better
resolution (1°) but a smoothing kernel has to be applied nonetheless (e.g., 400 km Gaussian)
mainly owing to the artificial longitudinal striping features related to the orbital configuration,
as well as the fact that GRACE’s products suffer from spatially correlated errors. Recently,
Pagiatakis and Peidou (2019) proved that the stripes are spatially non-stationary (eastward
drift), and are highly coherent with the ground tracks thus creating constructive and destructive
Moiré fringes. Such a resolution is too coarse compared to the one provided by global NWMs such
as ERAS and MERRA2 (hourly, 30 km and 50 km respectively), but has proven to be sufficient
for the intended application (e.g., Eriksson and MacMillan, 2014).

The parameters considered to construct the mass anomaly fileds have a huge impact on
CWSL calculations. There is a number of models that provide information about the redis-
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tribution of hydrological mass. Relevant Global Land Data Assimilation System (GLDAS?!)
products, that is canopy water, snow accumulation, soil moisture up to 2m, are very often
employed to compose the mass anomaly fields. Similar information can be extracted by NWMs
such as ERA Interim, ERA5, MERRA2, and NOAA’s Climate Prediction Center model (CPC?2)
(cf. Fig. 5.4.1). The contribution of plant canopy surface water to the total hydrological mass
signal variation is marginal. For instance, only in 0.6 % of the grid nodes of GLDAS/Noah v3.3
does the signal exhibit 0.5 % of the total signal. The soil moisture has the largest contribution
to the hydrological mass as it exceeds 75% of the signal in 77.6 % of the pixels. Liquid wa-
ter equivalent thickness due to groundwater, rivers and lakes are not provided by ERA5, CPC,
nor GLDAS. To the author’s knowledge, only the global freshwater model WaterGAP?? (Water
Global Assessment and Prognosis global hydrology model WGHM) provides information about
the net groundwater abstraction (Doll et al., 2014). Based on calculations carried out herein,
due to the cooling during the winter season the ratio of the groundwater store to the total
water store decreases to and average of 4%. In the summer, this figure is 20% of the signal,
on average. On the other hand, one of the advantages of global hydrospheric models lies with
the fact that they are capable of providing small scale spatio-temporal variability not resolvable
by GRACE’s signals that are integrated over space and time e.g., major precipitation events,
floods along river channels (Dill and Dobslaw, 2013; Dill et al., 2018 ). Neither short-wavelength
nor high-frequency variabilities are resolvable by GRACE; sharp spatio-temporal mass anomaly
gradients are lost.

Mainly due to the aforementioned reasons, there is a fairly large discrepancy between the
different CWSL models available (cf. Table 5.4.1) in comparison to NTAL and NTOL models.
The agreement was assessed employing the same metrics as for NTAL and NTOL. The radial
displacements due to CWSL from GLDAS/Noah v3.3%*, ERAS5, and GRACE are presented
in Fig. 5.4.3. The displacement series of GLDAS and ERA5 were averaged over the periods to
which the GRACE solutions refer to. CWSL differences stemming from mass anomaly differences
between the NWMs and GRACE (cf. Fig. 5.4.3) can be attributed to errors in the underlying
models and observations, respectively.

For consistency with the NTAL and NTOL simulations, CWSL displacements from ERA
Interim were simulated as well. Comparing this product to the operational IERS product (Uni-
versity of Luxembourg, GLDAS) after removing the trends in the GLDAS data, it is found that
36.0% (R), 35.2% (NS), and 25.4 % (EW) of the grid nodes assigned to land experience differ-
ences larger than the signal itself. After removing long-term trends, the average RMS over land
in the time span 1979-2012 is 1.2mm. On 37.4 % and 4.2 % of the grid nodes the displacement
differences exceed the 1 mm level for the radial and tangential components, respectively. Never-
theless, in regions such as the Amazon basin, the Pacific Coast Ranges of North America, and
the central Siberian plateau the RMS of the differences in the radial component can be as large
as bmm. A comparison with other services reveals similar discrepancies; over land, the spatial
average of the RMS over land is above 1 mm. The comparison between GGFC and GFZ re-
vealed that the spatial average of the RMS is 1.3 mm, and exceeds 10 mm for several catchments
(e.g., Amazon, Congo, Lena, and Nasser). Figure 5.4.4 confirms the result of the simulations
carried out herein, that is that the differences between different CWSL providers easily exceed
the amplitude of the signal itself.

nttps://1das.gsfc.nasa.gov/gldas/

*Znttps://esrl.noaa.gov/psd/

nttp://www.watergap.de/

“Eollowing Rodell et al. (2004), in GLDAS/Noah v3.3 few points at Arctic regions that are permanently ice-
covered are masked owing to unreliable forcing data and the lack of a dynamic ice sheet model.
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Figure 5.4.3: Radial component of simulated CWSL displacements at Badary (upper left), Fortaleza

{upper middle), Gilmore Creek (upper right}), Hartebeesthoek (lower left), Westford (lower middle), and
Wettzell (lower right).
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Figure 5.4.4: The differences between simulated CWSL displacements of EOST, GFZ, and IMLS, with
respect to GGFC, at Algonquin Park (upper row) and Kokee Park (lower row), in the radial (left},
East-West (middle), and North-South (right) coordinate component. The loading signal from GFZ is in
gray.
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Table 5.4.1: The most widely used CWSL services along with their basic characteristics. For the
abbreviations, see text.

crvice  conv ocean underlying temporal spatial sites time
response NWM resolution  resolution span
EOST LGF MIB GLDAS /Noah v1.0 3h 0.25°x0.25° v 2000.2-2017.8
EOST LGF MIB ERA Interim 6h 0.5°x0.5° v 1979.0-2016.7
EOST LGF MIB MERRA2 1h 0.5°x0.625° v 1980.0-2017.7
EOST LGF MIB MERRA-land 1h 0.5°x0.67° v 1980.0-2016.2
EOST LGF MIB GRACE 1m 0.5°%x0.625° v 2003.0-2016.2
GFZ 1.3 LGF MIB LSDM 24h 0.5°x0.5° v 1976.0-RT
GGFC LGF MIB GLDAS 1m 2.5°x2.5° X 1979.0-2013.0
GSFC LGF MIB GLDAS 1m 1.0°x1.0° v 1979.0-2016.5
IMLS LLN MIB GEOS-FPIT 1h 2.0"x2.0/ v 2000.0-RT
IMLS LLN MIB MERRA2 1h 2.0"x2.0/ v 1979.0-NRT

5.5 Development of the empirical geophysical loading model
EGLM

Inspired by the fact that a large portion of the individual geophysical loading signals is distinctly
harmonic, the empirical geophysical loading model (EGLM) has been developed in this work.
Figure 5.5.1 illustrates the segment of the signal that can be reconstructed utilizing a single
harmonic function at the dominant frequency. In the vast majority of cases the most prominent
peak in the periodogram appears in the annual mark and sometimes in overtones thereof. For
NTOL and CWSL signals, there is a number of nodes where the dominant frequency was found to
be close to 5-years. Nevertheless, in such cases the loading signal is fairly weak and the location
of the peak itself is not always statistically significant. Figure 5.5.1 demonstrates that EGLM’s
concept is more effective for CWSL owing to the general lack of synoptic features — with the
exception of events associated with heavy precipitation and river floods — in the time series of
the related signals, for instance, an S, sinusoid captures more than 85 % of the CWSL signal in
Amazon’s basin, whereas the associated sinusoid describing NTAL and NTOL capture 80 % and
15 %, respectively.

In essence, EGLM is a function conceptually similar to GFZ-PT (Sec. 4.3) that returns
displacements due to NTAL, NTOL, CWSL, and the accumulated loading based on a global
regular lattice of 0.5° degrees spacing, given time and location. Harmonic coefficients at S,, Ssa,
Sta, and Ssa, an offset and a linear rate have been estimated based on GFZ’s loading models
(Dill and Dobslaw, 2013) spanning the period 1979-2018. To concentrate on low-frequency vari-
ability a 3™ order Butterworth filter with 72-hour cutoff was applied to NTAL and NTOL time
series, prior to the least-squares adjustment. The choice of the source data is deliberate for the
three components are consistently forced, and the total mass is conserved to the extend allowed
by the accuracy of the forcing data. The fitting ansatz of every grid node of EGLM reads

i i

4
27t 2t
E(D, A t) = 2o + vy (T —to) + ZC@ cos ( ; ) + S sin (%) , (5.5.1)

i=1

where xg is the offset, v, is the linear trend, and C and S are the harmonic coefficients for periods
T= [5 1 1! /3} yvears. A T determined recursively by argmax(PSD(x)) was tested, but not
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Figure 5.5.1: The portion of theradial (upper), North-South (middle}, and East-West (lower) component
of the NTAL (left), NTOL (middle), and CWSL (right} signal captured by a sinusoid at the dominant
frequency, expressed in terms of normalized PSD.

a statistically significant improvement was found; hence the current 7' was retained for simplicity.
Figure A.0.1 illustrates the periodicity of the dominant signal of each node, where in the vast
majority of cases that is S,. At regions where there are sharp spatial gradients in the phase of
the S, signal — usually very weak signals — the dominant peaks can take values such as 0.5 or
5 years.

An important feature of EGLM is its linear rates. Figure 5.5.2 shows that while NTAL and
NTOL rates could result to a maximum displacement of 2 mm over 50 years, in certain catchments
CWSL rates reach this figure in a single year. The radial component of the CWSL-related results
presented in Fig. 5.5.2 is consistent with Rodell et al. (2018). Due to the total water mass
stored in the atmosphere being very small, difference between evaporation and precipitation over
the oceans should equal the difference between precipitation and evaporation over land. Not
satisfying the latter gives rise to trends in freshwater fluxes that will inescapably lead to trends
in the simulated loading series. These trends could reflect reality., The formation of deep and
large groundwater depression cones in the vicinity of aquifers used for irrigation, the decreasing
water levels in several major lakes, the construction of dams resulting in large artificial reservoirs,
and true trends in freshwater fluxes (precipitation, evaporation, etc.), are some of the reasons.
Nevertheless, some of them are largely artificial and stem from parametrizations such as the
Boussinesq approximation, imperfections in the melting scheme, and inaccuracies in the soil
holding capacities.

The treatment of these trends can be conducted in a number of approaches. For the geodetic
investigations herein all time series are relieved of a linear trend that was estimated together
with several harmonic terms employing 39 years of data. In doing so, it is implicitly assumed
that either the trends are spurious, or that they are real and the station velocities estimated
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Figure 5.5.2: The linear EGLM trends of displacements in the CM frame estimated from a least-squares
adjustment together with seasonal and inter-annual harmonics. Shown are the rates in the radial (left),
North-South (middle), and East-West (right) coordinate component from NTAL (1% row), NTOL (2"
row), and CWSL (3™ row).

from the geodetic time series (e.g., I/D/JTRFyy) are capable of accurately capturing them.
Another reasonable workaround is to merge intra-annual variations from hydrological models
forced from NWMs with inter-annual variations from GRACE (R. Dill, personal communication).
Yet another approach involves the fusion of long-wavelength mass anomalies from GRACE with
short-wavelength mass anomalies from hydrological models, in the spectral domain. The two
latter approaches suggest that the portion of the station velocity attributed to geophysical motion
is resolved. The validation of these trends remains.

The noise nested in the post-fit residuals of the different components of EGLM, © = & — 2,
is also provided by the function as it is useful for selecting a proper noise level in estimating
station coordinates utilizing Kalman-type filters. Nevertheless, more useful than just a WRMS
is the provision of noise characterisation by the two-sample Allan standard deviation, assuming
that the displacements vary as random walk processes (e.g., Soja et al., 2016)

ASD(7) = (0%t +7) — 2u(t +7)v(t) + v23(£))7 2, (5.:5.2)

where 7 < 96 hours denotes the time shift. The length of the time series is crucial as the PSD can
vary considerably (e.g., 40 % for Wettzell) for series shorter than 5 years. Figure 5.5.3 illustrates
the slope of log (ASD) over log (7) for the displacements induced by the different geophysical
fluids as well as for the accumulated loading effect. Figure 5.5.3 demonstrates that while the
main contribution to station displacements at seasonal timescales stems from CWSL, NTAL
provides the main contribution to the noise component. As expected, the contribution of NTOL
to the process noise is very small over land. This component of EGLM has been successfully
tested in the framework of Soja et al. (2018).
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Figure 5.5.3: EGLM's power spectral density (PSD) or the so-called variance rate of the underlying
white noise process from simulated displacements induced by NTAL (15% column), NTOL (24 column),
CWSL (3™ column), and the total non-tidal loading (4™ column), in the radial (1 row), North-South
(27 row), and East-West (3™ row) coordinate component. Note the different color scales,






6 Application of propagation delay models
to space geodetic data analysis

In this chapter, some approaches to model atmospheric refraction suggested in Chapter 4 are as-
sessed by analyzing real (VLBI) and simulated (VLBI, GNSS, SLR, and DORIS) space geodetic
technique measurements (cf. Sec. 2.6). Unlike non-tidal geophysical loading displacements that
typically do not feature very rapid or very large variations within the course of a day and could
be applied at the parameter level (conditional upon the assumptions outlined in Chapter 7), at-
mospheric refraction corrections must be applied directly at the raw (or differenced) observations
(e.g., the group delays in VLBI data analysis) or the NEQ level, but certainly prior to the least-
squares inversion. In the following pages, the impact of varying the a priori atmospheric delay
quality in microwave space geodetic technique is assessed. In particular, two sets of solutions
were produced: those dealing with the a priori zenith delay, and those dealing with the related
mapping functions.

In this work, special emphasis is placed on the atmospheric refraction treatment in SLR.
analysis, as it is still immature (cf. Sec. 6.1). Section 6.2 deals with the changes in the station
coordinates and the baseline lengths induced by alternating the mapping functions between
VMF1 (IERS 2010 standard) and the PMF and GFZ-PT that were developed herein. The
differences induced by the a priori zenith delays, in essence the barometric pressure, are studied
as well. In particular, the quality of solutions where raw in situ (standard), homogenized in situ,
data from the model levels of ERA Interim, and GFZ-PT were employed to compute dj, were
assessed. The implications on the station network induced by shortcomings in atmospheric
refraction modelling are described in Sec. 6.3, where an analysis of real VLBI observations as well
as simulated GNSS observations takes place. It is shown that unlike zenith delay errors, mapping
function imperfections cannot be compensated by the estimation of tropospheric parameters. In
Sec. 6.4 the impact of varying the a priori zenith delays and the mapping functions on Earth
orientation parameters is presented. Therein, the focus is placed on the analysis of real group
delays from the complete IVS and QUASAR session history (Nothnagel et al., 2015). Section 6.5
presents a comprehensive analysis of the impact of the meteorological data and mapping functions
quality on integrated water vapour trends from real and simulated VLBI and GNSS observations.
It is proven that the varying observation geometry in VLBI — mainly due to station network
expansion — affects the fidelity of long-term rates, especially in the asymmetric delay.

In this work, VLBI analysis of real observations refers to the batch least-squares or Kalman
Filter and Smoother adjustment of the group delays found in the database 4 (or higher) files
(also known as NGS files), where the ambiguities have already been resolved and the first order
ionospheric refraction effects have already been removed. All necessary procedures prior to that
(scheduling, experiment, correlation, and fringe-fitting) are not studied whatsoever.

To reduce atmospheric refraction effects at the observation equation level in microwave space
geodetic techniques, usually three components are necessary: (i) an approximation of the zenith
delay, (ii) a function to project delays aloft the stations to any other elevation angle, and (iii) a
function to approximate the azimuthal delay variations. In VieVS@GFZ, by default the a priori
tropospheric delay at a station consists of the product of the time-dependent zenith hydrostatic
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delay (df), and the elevation- and time-dependent hydrostatic mapping factor (mfy), plus the
product of the elevation-dependent gradient mapping function (mf;) and the a priori gradient
components that feature a time-invariant bias. The implementation of the latter was motivated
by the spurious station displacement (usually polewards) in the event that atmospheric delay
asymmetries are not treated either by modelling or appropriate parameter set up. Such an
approach is not necessary for modern global geodetic VLBI sessions. In the analysis carried out
herein, the treatment was slightly different. In modern VLBI sessions, no a priori gradients were
applied because (i) linear horizontal gradients are resolvable by post-2002 sessions due to a good
sky coverage — in the vast majority of cases, (ii) single offset gradient models are partly counter-
intuitive since in addition to the average atmospheric tilt, the modelling of atmospheric delay
fluctuations that vary at short (mainly Ggw) and seasonal timescales (e.g., MacMillan, 1995b;
Bohm et al., 2013b) is sought, and (iii) there is no information regarding the uncertainty thereof
so that it is properly introduced in the stochastic model of the VLBI adjustment. Moreover,
the slant non-hydrostatic delay (mf,;d?,) was added to the slant hydrostatic delay because then
the residual zenith delays are much smaller. However, a statistically significant improvement in
the estimated coordinates and the uncertainties thereof (99.9 % level) is achieved in less than
4% of the cases in the post-2000 era. These results were obtained from iterative least-squares
adjustments until all estimated parameters converge numerically. Nevertheless, should the non-
linear least-squares adjustment be carried out only once (not fully rigorous, but efficient), the
importance of the a priori values is highlighted, and a slightly larger improvement is found,
especially in the analysis of Intensive sessions.

6.1 Atmospheric refraction treatment in SLR analysis

In this section, the treatment of atmospheric refraction in SLR data analysis takes place. Due to
the fact that d?, at A = 532nm is 66 times smaller compared to the non-hydrostatic delay that
microwaves experience, it is usually assumed that the errors stemming from approximating d?,
employing surface meteorological observations (pressure, temperature, and relative humidity) is
negligible in absolute terms. Therefore, conventionally in SLR (as well as LLR) data analysis,
the a priori atmospheric delay consists of the symmetric delay induced by the hydrostatic and
non-hydrostatic atmospheric components. Since d?; is small in absolute terms (maximum 6 mm
in the tropics, cf. Fig. 4.4.8), there is no utility in using a mapping function tailored for the
non-hydrostatic component. Given an observation geometry (station and satellite location), the
differences between the symmetric non-hydrostatic ray-traced delay component, the product of
the zenith delay (typically smaller than 6 mm) and the non-hydrostatic mapping factor (stemming
from the parameterized form), and the product of the cosecant and the very same zenith delay
are well below 0.5 mm at elevations of 10° (the current lowest bound for laser observations).
However, given a station, laser ranges at the same elevation but varying azimuth are subject to
the latitude-dependent atmospheric thickness and passing weather systems, that induce azimuth-
and time-dependent atmospheric delay fluctuations. There are three approaches to account for
azimuth-dependent variations, none of which is used operationally as of this writing:

[ modelling at the observation equation level employing slant delays or gradients derived
from ray-tracing in NWNMs,

[ estimation of station-wise, segmented parameters in the geodetic adjustment, and

[0 combining the two aforementioned approaches.
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Opting for the first approach requires trust in the data from the NWM, the refractivity ex-
pressions, as well as the ray-tracing algorithm. Choosing the second implies confidence in the
accuracy of the related ranges as well as a uniform distribution over elevation and azimuth.
Nonetheless, none of the above hold; NWMs are not perfect, and the SLR observation geome-
try renders the estimation of gradients a difficult task, especially when only observations from
the LAGEOS satellites are used. Should none of the aforementioned approaches be adopted,
parameters with no clearly-defined physical meaning such as the station- or satellite-dependent
range biases need to be estimated to reduce the residuals, and if not, atmospheric asymmetry
manifests into spurious station displacements in the lateral plane (particularly in the meridional
direction). State-of-the-art SLR. analysis suggests not considering atmospheric asymmetry and
not estimating residual zenith atmospheric delays.

To improve SLR data analysis, in the following it is assessed — based on simulated laser
ranges with FGST (cf. Sec. 2.6) — whether the estimation of residual zenith delays and linear
horizontal gradient components is possible and beneficial in SLR. data analysis, and under which
conditions. To this end, twelve SLR solutions were run (50 times each), spanning 10 years, and
143 stations (all that contributed to ITRF2014). In all scenarios, clouds, and geophysical loading
were simulated, and the mapping functions were assumed to be known within the uncertainties
suggested by the spread of the 10-member ensemble of ERAS5. In all SLR solutions, atmospheric
asymmetry was not modelled, deliberately. First the observation geometry was varied: (i) track-
ing of LAGEOS passes only (if permitted by clouds), and (ii) tracking of 9 spherical satellites,
namely Ajisai, LAGEOS-1 and -2, Etalon-1 and -2, LARES, Larets, Stella, and Starlette (if per-
mitted by clouds). Afterwards, two sets of solutions were produced with additional parameters
being set up, as opposed to not estimating residual tropospheric effects (standard): (i) d7, esti-
mated, and (ii) d;,, Gys, and Gy estimated. Then, another set of solutions was calculated to
assess the potential benefit of a better constellation or a more complete functional model in the
presence of a bias in the a priori zenith delay. Following from the investigations carried out in
Sec. 3.3.2 regarding the quality of meteorological measurements in the vicinity of SLR stations,
a bias in the recorded barometric pressure at the range of 2 hPa is not uncommon, and was thus
introduced.

Failing to account for tropospheric asymmetry in SLR analysis has severe effects on the
estimated station coordinates, the uncertainty thereof, as well as the implied reference frame.
Figure 6.1.1 shows the average displacements over 10 years of continuous observations for some of
the high-performing SLR stations. Without knowing where the stations are, it should be appar-
ent that Yarragadee and Mount Stromlo lie in the Southern Hemisphere because the North-South
gradient Gyg there is on average positive (due to the latitude-dependent atmospheric thickness)
thus rendering range delays towards the North (South) larger than delay ranges towards the
South (North). Not accounting for this effect, forces stations to move away from the equator
(polewards) so that the Lo-norm condition is satisfied in the SLR adjustment. Figure 6.1.2
illustrates the average dyg displacement from processing 10 years of the 9 aforementioned satel-
lites. Therefore, neglecting to account for the atmospheric asymmetry cannot be ameliorated
by processing more satellites. It is apparent that such a systematic deformation is equivalent to
the introduction of a spurious scale factor in the implied TRF (—1.1 mm), as well as geocenter
coordinate bias stemming from the uneven distribution of the global SLR network (1.5mm). In
essence, a non-negligible translation along the Z axis is certain. Figure 6.1.3 displays series of
the datum perturbation parameters from Helmert transformations (7.2.1), that display a bias
of [—0.2 00 1.5 —-04 04 -0.3 —1.1}Tmm on the translations, rotations, and scale, re-
spectively. The seasonal variations are below the 1 mm level. However, as the number of SLR
stations contributing to a single solution is typically below 30 (cf. 2" colorbar of Fig. 7.2.1),
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the expected scatter will be larger, but the bias will remain. On account of the fact that un-
til non-gravitational accelerations acting on non-spherical satellites are sufficiently understood,
TRF origin stems solely from SLR, and should therefore be free of svstematics when emploved
to transfer the datum to other techniques (e.g.
Unless a priori gradients from ray-tracing
are supplied at the observation equation level, i ' ' ' m
the only approach to circumvent the host of :
issues outlined above is to estimate gradient
components based on the laser ranges. Ow-
ing to the very poor observation geometry, as
well as that the most ranges from SLR stations
are not towards spherical satellites (main data
source of interest in the TRF framework), es-
timating gradients is not as easy as in GNSS
data analysis. However, it is not impossible
either (Drozdzewski and Soénica, 2018). This
is the first time, optical gradients are esti-
mated in a realistic simulation without ab-
solute constraints (loose relative constraints
between consecutive gradient components are
necessary for the stabilization of the solution).
To commence the expansion of the pa-
rameter space, first d?, were set up. This is
deliberate as regardless of the quality of the
meteorological observations recorded in situ,
the calculated d?, will be flawed (to some ex-
tent) due to the fact that the vertical gradi-
ent of water vapour cannot be predicted accu-
rately based on surface observations alone. To
verify this statement, employing ERAS data
and the optical refractivity expressions sum-
marized in Mendes and Pavlis (2004), di and |
=, were calculated following two approaches: 2010 2012 o014 20'1' 6
for the point of interest: (i) total and water
vapour pressure were extracted (cf. Sec. 3.3),
and then the delays were evaluated, and (ii)

Figure 6.1.3: The datum perturbation parame-
ters from a 7-parameter Helmert transformation be-

. . tween solutions where the atmospheric asymmetry
the delays were determined by numerical inte- .
was modelled, or was neglected at the observation

gration in the model levels. While the differ- equation level. The offset and scatter of the related
ences between zenith hydrostatic delays from {ime series are shown in the legend.

the surface and the model levels are within the

nominal accuracy of ERAD, the differences between the non-hydrostatic delays are much larger
— often exceeding the signal itself, especially in the presence of inversions. Therefore, if it is al-
lowed by the observation geometry, there should be some benefit from estimating residual zenith
delays.

To demonstrate the advantage of estimating residual zenith delays in SLR data analysis, a
pressure bias was introduced in some stations. If this offset is not detected prior to the SLR
analysis, the height component of the station where the bias lies will experience a spurious verti-
cal jump. Figure 6.1.1 provides proof that if a +2hPa bias is present in the series of barometric
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Figure 6.1.1: The coordinate bias in a topocentric system (radial, East-West, and North-South) for
some of the high-performing SLR stations, induced by neglecting to model the tropospheric asymmetry.
In the graph, the scenarios of expanding the parameter space of the geodetic adjustment are shown. In
all solutions, the mapping function is assumed to be known within the precision of the underlying NWM
(ERAS5). SLR solutions where a 2hPa bias was introduced in the a priori zenith delay are denoted with
# (gray bar frame). L1L2 and ALL9 denote solutions where only LAGEOS-1 and 2 were used, and all
aforementioned spherical satellites, respectively.
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Figure 6.1.2: The spurious bias in dyg induced in SLR data analysis if atmospheric asymmetry is not
treated. The values shown stem from a 10-year-long simulation with 9 spherical satellites, accounting
for the clouds, and assuming no other systematic errors. The circle size is indicative of the related
uncertainty.

pressure and no residual zenith delays are estimated, the radial coordinate component will expe-
rience a long-term bias in the range of 10-15 mm, depending on the altitude and latitude of the
station. Estimating d;,, absorbs the height bias almost completely, and at the same time slightly
improves the lateral coordinate components (at the level of 40 %). This is expected because
unlike microwave techniques where different mapping functions are used for the hydrostatic and
non-hydrostatic delay component, only one mapping function is used at optical frequencies, thus
allowing to account for a relatively small error in a priori zenith delay within a couple of iter-
ations. In point of fact, comparing the solution where no pressure bias was introduced and no
residual d;, were estimated, to the solution where a pressure bias was introduced and residual

z

~n, Were estimated, reveals that the latter yields height estimates closer to the truth, for 75 %
of the stations. However, should one opt for estimating d7, without absolute constraints in SLR
analysis, the noise in the height time series is amplified which in turn leads to a 60 % larger
WRMS, on average, after reducing the main seasonal signals (cf. Fig. 6.1.4). This is expected,
as a larger number of additional parameters is estimated, and unlike microwave techniques no
low-elevation observations can assist in improving the observation geometry. To ameliorate the
scatter amplification, since SLR d;; may be set up at longer intervals (e.g., 6-hourly). but then
the physical meaning of d;; is lost. Therefore, it is apparent that estimating d?, , when possible,
is capable of compensating errors in the a priori zenith tropospheric delay — as well as absorbing
other unmodelled effects acting on the radial coordinate component — with the caveat that the
scatter in the position time series increases.

To avoid long-term polewards (mainly) station coordinate offsets, gradients must be set up
as unknown parameters, if the atmospheric asymmetry is not considered in the so-called “reduced
observations vector”. As higher order asymmetries stem mainly from water vapour transport in
the lower troposphere, there is no utility in estimating 2" order terms because lasers are largely
insensitive to them. So, similar to microwave-based space geodetic data analysis, linear horizontal
gradient components are set up as unknowns, without absolute constraints, and with very loose
relative constraints, at hourly intervals. Again, 10 years of simulated data were processed with
the aforementioned scenarios. Comparing the long-term North-South coordinate offset, between
the solution where linear gradients were not estimated, and the solution where gradients were
estimated hourly (when allowed by the observation geometry), reveals that in all 143 stations
the bias induced by neglecting the atmospheric asymmetry is reduced by 93 %. on average. For
instance, at Yarragadee dyg is suppressed from 3.2 mm (asymmetry neglected) to only 0.3 mm
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Figure 6.1.4: The WRMS of the post-fit residuals from a least-squares adjustment of coordinate time
series in a topocentric system (radial, East-West, and North-South), for some of the high-performing SLR
stations, induced by neglecting to model the tropospheric asymmetry. See the description of Fig. 6.1.1.
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(gradients estimated). While the bias in the both lateral coordinate components is practically
eliminated, the scatter in the time series thereof is inflated; estimating hourly gradients increases
the WRMS (after filtering the main seasonal signals) in all stations by 60 % (East-West), and
30 % (North-South). This should come as no surprise since up to 50 additional parameters are
set up per day — usually much less because in FGST no segmented parameters are set up at
intervals with no observations. So, similar to estimating d7, in addition to the other parameters in
the SLR adjustment, estimating linear gradient components is capable of reducing the impact of
unmodelled effects that are correlated with the lateral coordinate components with the drawback
of inflating the scatter in the position time series.

Due to the fact that unlike gradient components estimated from microwave space geodetic
techniques (VLBI, GNSS, and DORIS), (i) optical gradients do not experience so rapid fluctu-
ations, and (ii) the observation geometry of SLR cannot support high temporal resolution of
atmospheric gradients, it is investigated whether dilating the gradient estimation intervals in
SLR data analysis can reduce the systematic offsets induced by ignoring the atmospheric asym-
metry, and at the same time reduce the scatter increase expected from the additional unknown
parameters. This is motivated from (i) the decay and effective correlation delay of a Hirvonen
covariance model (cf. (4.3.5)) for microwave gradients’ series being much steeper and shorter,
respectively, compared to a similar model based on optical gradient time series, and (ii) the
correlation stemming from the SLR adjustment covariance matrix between consecutive gradient
component estimates is very high. To this end, another set of solutions was produced featuring
the estimation of a single piece-wise linear segment per day for the linear gradient components.
Comparing the solutions where gradients were estimated hourly to a daily estimation, the bias
reduction remains; the difference in long-term average in all coordinate components estimated
in the adjustment where gradients were set up hourly and daily, is for all stations below 0.2 mm.
Moreover, the scatter — in essence the WRMS of the differences between the coordinate series
estimated by FGST and the coordinates employed to simulate the related observations free of
systematic and random errors — in the time series is reduced by 45 % on average in all coordinate
components, as opposed to a large increase when hourly gradients are estimated (cf. Fig. 6.1.4).
The latter is an indication that setting up atmospheric delay corrections in SLR. data analysis
leads to an overparameterized problem. A detailed discussion on coping with such formulations
in the least-squares framework is presented in Kotsakis (2005). In the presence of a consistent
error in the a priori zenith delay, the results do not change considerably; the height bias is again
almost completely absorbed by dZ, (32 % improvement of daily dZ, over hourly dZ,. by as much
as 0.5 mm), the lateral bias induced by atmospheric asymmetry is compensated by the gradients
(improvement in 90% of the stations by as much as 0.5mm), the height WRMS decreases in
95 % of the stations by 41 % (on average), and the horizontal coordinate WRMS decreases in all
stations by 48 % (on average). While the improvement in the bias is not statistically significant,
the noise deflation in the coordinate time series is.

Based on the aforementioned SLR solutions, it is also found that even if d, and linear
gradient components are estimated daily, the combined effect of an uncalibrated barometer and
neglecting to model the atmospheric asymmetry will induce no systematic nor random errors in
the estimated coordinates. In fact, the maximum long-term difference between a solution that
all reduced-observation vectors consist solely of the noise component, and a solution where the
reduced-observation vectors include systematics in the horizontal and vertical components, is
0.1 mm (below the noise floor). There is no notable increase in the noise of the coordinate time
series, nor the type thereof.

For all aforementioned solutions — atmospheric asymmetries are not accounted at the ob-
servation equation level — two sets of solutions were generated varying the satellites taken into
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consideration. Processing simulated data from 9 satellites in lieu of only LAGEOS-1 and -2,
vields a statistically significant improvement in recovering the correct station coordinates in only
46 % (R), 67 % (EW), and 84 % (NS) of the cases. The S, amplitudes reduce in 38 % (R), 63 %
(EW), and 71% (NS) of the cases (cf. Fig. 6.1.5). As far as the WRMS of the post-fit residuals
from the seasonal fit on the coordinate time series is concerned, employing more satellites reduces
the scatter in all stations. The true station velocity is facilitated by employing more satellites in
all stations. However, the improvement in the uncertainty of the estimated parameters is not in
all cases equivalent to the increase in the number of normal points. This issue is related to the
scheduling of laser ranges, and will be addressed in a separate study.

6.2 Impact on station coordinates

It is known that observations at low elevation angles facilitate the decorrelation between the
station height, the residual zenith delay, and the constant term of the clock function (e.g.,
MacMillan and Ma, 1997; Rothacher et al., 1997; Bohm, 2004; Niell, 2001; Nilsson et al., 2013)
in VLBI and GNSS data analysis. Therefore, observing at low elevations is pertinent in ob-
taining accurate information about refractivity fluctuations aloft a station, as well as its actual
height. However, due to the fact that incoming low-elevation signals spend more time in a highly
turbulent medium (lower troposphere), the usefulness of these measurements in the geodetic ad-
justment is dependent upon the quality of the related atmospheric delay corrections. Therefore,
stations that observe at low elevation angles are most affected by the mapping function quality.

Based on the data analyzed in this work, in geodetic VLBI, only 6 % of the observations are
scheduled below 10° (less than 0.3 % below 5°). On average, 34 % of the observations are scheduled
at elevations between 10° and 30°. For elevations above 30° simply employing the cosecant in
lien of a sophisticated mapping functions will yield sub-mm differences in the related symmetric
atmospheric delay correction. Non-negligible differences between the PMF, the VMF1, and GFZ-
PT start becoming prominent at elevations below 10°-15°. There are a number of stations that
do not typically observe below 10° (e.g., BADARY, SVETLOE, and ZELENCHK) so, any variations in
station-wise parameters occurring at such stations are network effects. As far as the azimuthal
distribution is concerned, in modern VLBI operations, the North-South imbalance in the station-
wise skyplots is not as pronounced as in the early VLBI years. On average, there are 30 % more
radio sources towards the North or South, depending on the station location and the observing
network.

Contrary to mapping function errors, that influence only low elevation observations, errors
in the a priori zenith delay influence all observations, to an extent scaled by the cosecant (first
approximation), or the related hydrostatic mapping factor (rigorously). Thus, treating these er-
rors (mainly due to erroneous pressure measurements) is crucial in obtaining accurate parameter
corrections in all four space geodetic techniques, and particularly in SLR data analysis where no
residual atmospheric delay estimates can absorb spurious a priori zenith delay features.

In the following, the temporal variations of the station coordinates (in a topocentric coordi-
nate system) are assessed, as well as the baseline lengths. At first exposure, the baseline length
is a quantity derivative from the station coordinates, and therefore should not offer additional
information. However, this is untrue because while station coordinates heavily depend on the
approach adopted to impose the datum (e.g., no-net conditions, or fixed coordinates), baseline
lengths are independent of that. Since the VLBI network changes considerably over time, por-
tion of the temporal variations can be ascribed to network effects. This is the main reason why
station coordinate time series from co-located GNSS stations (obtained from the analysis of a
global network featuring hundreds of stations) are considerably less noisy than VLBI time series.
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Figure 6.1.5: The S, amplitude of coordinate time series in a topocentric system (radial, East-West,
and North-South), for some of the high-performing SLR stations, induced by neglecting to model the
tropospheric asymmetry. See the description of Fig. 6.1.1.
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Therefore, there is a merit in studying the baseline lengths, in addition to the station coordinates.

Based on the investigations carried out herein, changing the mapping functions does not seem
to affect considerably the seasonal variations of the radial coordinate component. Figure 6.2.1
attests to this statement. There are no significant differences in the signal response at the S,
Sea. and Si, frequency bands. However, opting to use empirical mapping functions (GFZ-PT) in
lien of discrete series of mapping function coefficients slightly amplifies the WRMS of the post-fit
residuals, on average. No significant differences were identified between PMF and VMF1.

The impact of alternating the mapping functions and the a priori zenith delays on the
estimated station coordinates was also assessed in the framework of multi-GNSS observations
simulated with FGST. Twenty years of observations were simulated, based on the space vehicles
constituting the constellation made available! by GFZ Potsdam, and a ground network of 130
globally distributed stations (cf. Fig. 6.2.2). The assumptions based on which this Monte Carlo
simulation was run are outlined in Sec. 2.6. In brief, all stations can track all satellites above 7°,
all stations operate continuously, the data loss is 5% per station daily, elevation- and system-
dependent white noise was applied in the observations together with noise stemming from the
clocks and atmospheric turbulence, phase ambiguities are known and all observations are simu-
lated based on GNSS-tailored ray-traced delays in ERA Interim reanalysis. Four scenarios were
considered: (i) correct atmospheric delay model, that is b = 0 plus noise, (ii) slightly incorrect
mapping functions compared to the ray-traced delays (GFZ-PT), (iii) slightly incorrect pressure
compared to the discrete series (GFZ-PT), and (iv) a combination of the previous two scenarios.
The purpose of these simulations was to assess the importance of pressure and mapping functions
in the analysis of microwave space geodetic observations in a controlled environment. To miti-
gate the influence of the observation geometry on the interpretation of the results, the coordinate
corrections were not compared to the a priori values, but with the parameters estimated in a
GNSS solution were no systematic errors were simulated (i).

The artificial offset in station coordinates induced

by erroneous mapping functions, and pressure, is in most  "°°/@mGrs max )
aoes ralati e - ’ 1 : A« B EeiDou (max 15}
cases relatively small (cf. Fig. 6.2.3, Fig. 6.2.4, and oo | BHOLONASS (mav2ey|

Wl Galileo (max 24)
I Q7SS (max 4}

Fig. 6.2.5 ). In 32% (12%) of the GNSS stations em-
ploying GFZ-PT in lieu of ray-traced mapping factors
(GFZ-PT instead of ERAinML series) yields uncertain-
ties larger than 1mm. The combination thereof intro-
duces a bias larger than 1mm in 36 % of the stations.
The reduced sensitivity to “wrong” pressures, in com-
parison with “wrong” mapping functions, is due to the
fact that the residual atmospheric delay compensates al-
most completely a,n} mls.modelllng in the a pl‘lO'I'l zenith Figure 6.2.2: The mumber of space ve-
delay. Therefo_re, in this regard, GGOS requirements hicles that constitute the GNSS constel-
cannot be satisfied by analytical approximations of “cor- 14ti0n for which simulations were carried
rect” atmospheric refraction models. The fact that sta-  out with FGST. The related sp3 files were
tistically significant biases do exist in these simulation prepared by Zhigno Deng (GFZ Potsdam).
scenarios spanning 20 years, is proof that not all atmo-

spheric refraction modelling shortcomings can be compensated by the tropospheric parameter
estimation.

# satellites

2000 2005 2010 2016 2020

Based on the simulations carried out herein, it is found that the velocities of the station
coordinates are marginally affected by alternating either the mapping function or the a priori

Yftp://ftp.gfz-potsdan.de/GNSS/products/ngex/
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Figure 6.2.1: The S, (15" row), S.. (2" row), and S;, (3'9 row) amplitudes of station displacements
in the radial coordinate component, as well as the WRMS of the post-fit residuals, after applying PMF
(blue), the VMF1 (red), and GFZ-PT (green) mapping functions, at the observation equation level, in
the analysis of all IVS rapid turnaround sessions during the period 2002-2014.



Impact on station coordinates 169

zenith delay. The largest discrepancies (in the radial coordinate component, as expected) were
at the level of 0.5mmdec ! (cf. Fig. 6.2.3, Fig. 6.2.4, and Fig. 6.2.5 ) in the cases where
the empirical mapping functions were used, which is well below the GGOS requirements of
I mmdec™!. On average, stations seem to move upwards when the empirical mapping functions
were used, and slightly in the nadir direction when the empirical meteorological model was
used. These features are indicative of rates in the datum perturbation parameters. Nevertheless,
the velocity uncertainty claimed by the latest ITRFs is in this order of magnitude for several
stations. However, all GFZ-PT parameters feature a robustly estimated linear trend that in
principle should prevent spurious secular motion. Moreover, mismodelling atmospheric refraction
should have an amplified impact on shorter time series. Therefore, discrete mapping functions
(coefficients as time series) should be preferred over analytical ones such as GFZ-PT and GPT3
(as well as its predecessors).

The results presented in Fig. 6.2.3, Fig. 6.2.4, and Fig. 6.2.5 suggest that poor modelling of
the atmospheric delay decrease with increasing elevation introduces factitious seasonal variations
in the height coordinate component. In almost a quarter of the network (27% of the GNSS
stations), an artificial signal whose amplitude exceeds 1 mm in the S, frequency is detected. In
16 % of the stations an Sg, signal with an amplitude larger than 1 mm could be discerned. The
zenith non-hydrostatic delay series estimated from an adjustment where slightly incorrect zenith
delays were supplied a priori will feature artificial variations, which from the one hand reduce the
corruption of the station coordinates, but on the other hand dilute the quality of the tropospheric
parameters.

After the major seasonal variations were removed from the reduced coordinate time series
— scenarios (ii) to (iv) minus (i) — the WRMS of the post-fit residuals was calculated. On
average, the WRMS is 2.5 mm for the solution where the GFZ-PT mapping function was used,
and 1.5 mm for the solution where pressure from GFZ-PT was used.

From the results of the GNSS simulations presented in this section, it is apparent that
while ignoring to account for synoptic variations in di does not impact the station coordinates
appreciably because the estimated d?, absorbs the largest part of the difference, ignoring to ac-
count for high-frequency variations in the mapping function coefficients contaminates the station
coordinates considerably, posing an obstacle in meeting GGOS goals.

In a VLBI session, given the coordinate estimates of two stations that have participated in at
least one scan together, and the block of the covariance matrix of unknowns that refers to these
six parameters, the baseline length and the uncertainty thereof is computed. It is important not
to ignore the covariances as the baseline length precision will erroneously appear better (at the
1 mm level), and will inescapably lead to drawing invalid conclusions regarding the statistical
significance of e.g., two series of baseline lengths. After the baseline lengths for all possible pairs
are formed for all sessions, the time series thereof are analyzed in a least-squares framework.
Given the time series of a baseline length {b}Y,, a line is fitted to each segment (determined by
abrupt position changes mainly induced by earthquakes and hardware changes), and the WRMS
scatter of the post-fit residuals is assessed. The WRMS computation requires the residuals (v, ),
and the uncertainties thereof (o, ), and reads as follows

N .2 (N L
WRMS = |3 & (Z G; ) . (6.2.1)

: . :
i=1 Vb \i=1 b

Seasonal variations are implicitly included should the WRMS be calculated following (6.2.1). Of
course, instead of a straight-line, a sinusoid can also be fitted, thus reducing the WRMS. However,
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Figure 6.2.3: The average displacement bias (upper left), the spurious linear velocity (upper right}, the
S. amplitude (lower left), and the WRMS (lower right) of the radial station coordinate relative errors
stemming from alternating the mapping functions to GFZ-PT.
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Figure 6.2.4: The average displacement bias (upper left), the spurious linear velocity (upper right}, the
S. amplitude (lower left), and the WRMS (lower right) of the radial station coordinate relative errors
stemming from alternating the meteorological to GFZ-PT.
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Figure 6.2.5: The average displacement bias (upper left), the spurious linear velocity (upper right), the
S. amplitude (lower left), and the WRMS (lower right) of the radial station coordinate relative errors
stemming from alternating both the mapping funetions and meteorological data to GFZ-PT.

in this case WRMS estimates from different solutions will not be comparable as they will refer to
different functional models, assuming that the seasonals are not identical. An interesting feature
of the WRMS of baseline lengths is its almost quadratic decay as a function of baseline length.
To assess the overall impact of a change in VLBI processing, the following fitting ansatz (e.g.,
MacMillan and Ma, 1994) is commonly employed as the observation equation

WRMS(b) = /A2 + (Bb)? . (6.2.2)

Due to Earth’s curvature, VLBI measurements from baselines longer than Rv/2 are typically
carried out at lower elevation angles; these angles decrease on average with increasing baseline
length. The B estimates serve as a quality indicator of low-elevation reduced observations, which
is directly dependent upon the success with which elevation-dependent systematic and random
effects were reduced, and in turn related to the fidelity of the mapping functions utilized in the
analysis of the group delays. Of course there are other effects that contribute to the fact that the
time series of longer baselines feature more scatter compared with shorter baselines, the most
predominant of which is source structure (Anderson and Xu, 2018).

Following the aforementioned procedure, the baseline length repeatability coefficients (A,
and B) for all VLBI solutions were calculated. Alternating both hydrostatic and non-hydrostatic
mapping functions in VLBI data analysis between PMF and VMF1 does not yield a statistically
significant difference in these parameters (improvement at the 1% level), whereas employing
PMF instead of GFZ-PT yields an improvement in A by 20%, and an improvement in B by
2%. All three, the PMF, the VMF1, and the GFZ-PT are already of very good quality, the
differences are not very large. However, the quality of the a priori df is more important in this
regard, Changing the source of meteorological data from raw to homogenized in situ, yields an
improvement in A by 9%, and in B by 3%. Opting to use ERAinML over GFZ-PT yields an
improvement in A by 26 %, and in B by 2%. The differences in the baseline length repeatability
between a solution where homogenized in situ meteorological data were used, and ERAinML are
negligible. The latter provides proof that if no in situ meteorological data are available, or there
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is a doubt about the quality thereof, ERAinML may be used without degrading the solution
whatsoever. An account of these findings is provided in Balidakis et al. (2018c).
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Figure 6.2.6: Topocentric coordinate differences between a DORIS solution where a DORIS-tailored
PMF was used, and a DORIS solutions where a GPS-tailored PMF was used. The stations shown are
Belgrano (left), Ny-Alesund (middle), and Thule (right).

Due to the increased ray-bending for DORIS observations, compared to VLBI and GNSS,
a VLBI- or GNSS-tailored mapping function is inappropriate, as it induces elevation-dependent
errors that cannot be compensated by station-based parameters. Based on the simulations carried
out herein with FGST, employing a VLBI- or GPS-tailored mapping function to reduce DORIS
observations induces a 2mm height bias, on average. Figure 6.2.6 attests to this statement
by illustrating the coordinate differences for the DORIS beacons with the largest number of
observations (cf. Fig. 2.4.3).

6.3 Impact on station network

To assess the extent to which improving the atmospheric refraction model impacts on the implied
reference frame, a number of session-wise conformal Bursa-Wolf (or Helmert) transformations
have been carried out between the different VLBI (real group delays, VieVS@GFZ), and GNSS
solutions (simulated ranges, FGST). An account of the VLBI-related results may be found in
Balidakis et al. (2018c). All VLBI coordinate transformations were carried out with respect to
the VLBI solution where the PMF and homogenized in situ data were used. GNSS transfor-
mations were carried out with respect to the GNSS solution where no systematic errors were
simulated.

Alternating the mapping functions and the pressure utilized to compute the a priori zenith
delay does not introduce significant translations or rotations. The translation bias is in all cases
below the 0.1 mm level, with a scatter that does not exceed 0.9mm. The rotations’ bias is
also at the 0.1 mm level, with a scatter below 0.7mm for all pairs. As far as the differential
scale factor is concerned, no significant bias appears between the VLBI solutions. However,
the scatter is considerably larger than in the time series of the other similarity transformation
parameters. Changing the mapping functions between PMF and VMF1, induces a scatter in the
scale time series at the level of 1.1 mm. Erroneous in situ meteorological data are responsible
for an 1.3 mm scale scatter, whereas utilizing ERAinML instead of homogenized in situ data
yields a WRMS of 1.2 mm. Employing the empirical meteorological model GFZ-PT introduces a
scatter of 1.8 mm. In previous work (Balidakis et al., 2016) meteorological data extracted from
the surface of MERRA2 were used — for a trial run — to calculate the zenith hydrostatic delay.
The scale between that solution and the solution where the homogenized in situ meteorological
data were used features a WRMS at the level of 7mm, thus rendering apparent that raw surface
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Figure 6.3.1: The time series of a 7-parameter similarity transformation between the ensemble mean of
the solution where GFZ-PT served as mapping functions (left), the solution where GFZ-PT was used to
calculate the d (middle), and the solution where GFZ-PT was used for mfy,, mf.n, and dj (right), with
respect to the GNSS solution where no systematic errors where simulated. In the legend of these graphs,
the average offset appears, as well as the WRMS of a straight-line fit, enclosed in parenthesis.

meteorological data should not be used (unless they are calibrated for the height difference). At
this point, it is important to mention that all these differences are small in comparison to the
datum perturbation parameters estimated from a similarity transformation between any of the
VLBI solutions prepared herein and I'TRF2014, where a 3.7mm scale bias is detected, as well
as a WRMS of 2.5 mm. Neither alternating the mapping function nor the a priori zenith delay
induces statistically significant rates in the datum perturbation parameters.

The impact of varying the mapping functions and the meteorological data on the station
network was also assessed in the framework of GNSS simulations with FGST. The results do
not reveal offsets in any similarity parameters except for the scale when d7, from GFZ-PT is
applied. Then the bias slightly exceeds the 0.5 mm level. The WRMS of all Helmert parameters
is below the 1 mm level. The largest scatter is detected in the time series of the translation in
the X coordinate component as well as the differential scale factor. The inflated noise in Tx
is due to the interhemispheric imbalance of the network based on which the observations were
simulated. The noise in the scale is expected because the quality of mapping functions and
zenith delays predominantly affect the radial coordinate component. Figure 6.3.1 illustrates the
aforementioned time series for the three different scenarios.

The results from the GNSS simulations are in large part transferable to DORIS, with the
difference that the noise would be amplified due to fewer observations.

Should VLBI- or GNSS-tailored mapping functions be used in DORIS data analysis, a small
height bias (2mm) is detected. This station-dependent error manifest as a bias in almost all
similarity transformation parameters, and in particular the scale (2.2 mm), as well as Ty (1.3 mm)
and Ry (81 pas). Figure 6.3.2 illustrates the time series of the parameters estimated from the
Helmert transformation. In addition to the bias and the large scatter in the parameters, an offset
in the time series at epoch 2010 can also be discerned. This offset, which is accompanied by
an increase in the precision of the station coordinates and the datum perturbation parameters,
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Figure 6.3.2: The datum perturbation parameters from a 7-parameter Helmert transformation between
DORIS solutions where a VL.BI-, and a DORIS-tailored mapping function was used to model the delay
decay with increasing elevation angle. The offset and scatter of the related time series are shown in the
legend.

stems from the inclusion of Cryosat-2 and HY-2A in the simulation and ensuing analysis carried
out herein. The fact that both missions have an orbital altitude below 1000 km (717 km for
Cryosat-2) results in a large mapping function discrepancy, thus highlighting errors induced by
employing mapping functions tailored for VLBI in DORIS data analysis. This suggests that part
of the differences in datum-defining parameters between single-mission DORIS solutions may
also be attributed to inappropriate (not orbital-altitude-tailored) mapping functions/factors.

6.4 Impact on Earth orientation parameters

Atmospheric delay modeling mainly affects the estimated station coordinates — therefore the
baseline lengths and the implied TRF too, the clock function, and the residual tropospheric delay
parameters (d, and gradient components). Nevertheless, due to the fact that corrections to the
radio source positions as well as corrections to the EOPs are estimated in a common adjustment,
the quality of the atmospheric delay model will affect these parameters as well. Furthermore,
the estimation of Earth orientation is overparameterized from a strictly mathematical viewpoint
as five angles are set up to describe — in essence — three rotations. To determine the extent of
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Figure 6.4.2: The differences in the EOPs estimated in VLBI data analysis employing the PMF devel-
oped herein and VMF1. The differences are shown in red, and the running median in black.

this dependence, the correlation matrix was studied. The element of the correlation matrix R
that is derived from the invertible normal equation matrix (NNT and NNR applied already) of
the e.g., VLBI adjustment, and expresses the correlation between parameters 7 and j reads

Qi;
V@i Qi

where Q = N1 denotes the inverse of the normal equation matrix (cofactor matrix of the esti-
mated parameters). Figure 6.4.1 depicts the correlations between EOPs and station coordinate
corrections. The correlation between corrections in the nutation offsets (zcpo and yopo) and
the station coordinates is on average below 20 %, over all stations that participated in IVS rapid
turnaround sessions (2002-2018). The correlations between station coordinates and dUT1 are
slightly larger, typically below 45 %. Polar motion variations are even more correlated with sta-
tion coordinates. Better network geometry improves the decorrelation between EOP and station
coordinates, thus yielding more precise EOP corrections.

In the following, EOP changes induced by varying (i) the mapping function between VMF1
(IERS standard) and PMF (this work), as well as (ii) between PMF and GFZ-PT (a seasonal
fit to PMF) are assessed. Afterwards, the impact of alternating the pressure, effectively dj is
also assessed. For the latter three scenarios were evaluate: (i) in situ pressure, as recorded for
the barometer co-located with the VLBI station, (ii) the empirical model GFZ-PT (cf. Sec. 4.3),
(iii) series rigorously extracted from the model levels of ERA Interim (cf. Sec. 3.3), (iv) in situ
data after they were homogenized (cf. Sec. 3.3.2).

As for the EOP there is no reference to compare with (when they are estimated based on
real measurements), only relative errors can be studied. However, since the solution where PMF
was used in addition to homogenized in situ meteorological records yields slightly better baseline
length repeatability, it serves as a reference.

Ry = (6.4.1)
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Alternating the mapping function, few systematics are in-
duced in the estimated EOPs. First, the long-term offsets between
the solution where VMF1 (GFZ-PT) was utilized with respect to
the solution where PMF was used, are compared. The bias, PMF
minus VMF1 (PMF minus GFZ-PT), in dUT1 is 0.1 ps (0.2 ps),
in the Celestial pole offsets it is —4.0 pas (0.6 pas) and —2.3 nas
(—0.2 pas) for the zopo and yopo, respectively. The largest bi-
ases are found in polar motion; 11.0 pas (—8.6 pas) for x, and
—6.4nas (2.3 pas) yp. It is rather unexpected that an empirical
model induces less bias than VMF1, considering that both VMF'1
and PMF account for weather variability, and are forced from sim-
ilar data sets (ECMWF operational analysis and ERA Interim,
respectively). EOP differences between the PMF and VMF1 so-
lutions are shown in Fig. 6.4.2. To better comprehend these dis-
crepancies, the seasonal component thereof was estimated within
a weighted least-squares adjustment. Table 6.4.1 shows the sea-
sonal amplitudes, as well as the uncertainties thereof, together
with the WRMS of the post-fit residuals. The most prominent
differences are found in polar motion, where the S, amplitude is
around 8nas for both components (VMF1), and around 2 pas for
GFZ-PT. The scatter between PMF and GFZ-PT is ~ 15 pas, and
surprisingly ~ 30 pas between PMF and VMF1. The annual vari-
ations in zopo and yopo between VMFE1 and PMF can probably
be attributed to the use of a priori gradients (15* and 274 order)
with loose absolute constraints in the latter solution. To identify
the source of this discrepancies, the atmospheric delay correction
differences between VMF1 and PMF were studied. The relative
differences between VMF1, PMF, and ray-traced delays from the
VLBI group at GSFC? spanning the period 2000-2016, show a
better agreement between PMF and GSFC in terms of systemat-
ics and scatter for symmetric mapping factors, zenith delays, and
asymmetric delays, e.g., cf. Fig. 4 from Balidakis et al. (2018c).
Noise aside, it was found that for some stations, the coordinates
employed in the ray-tracing procedure were slightly different from
the actual ones that were used for the computation of PMF. Con-
sistent differences in the zenith delays at the 1-5mm level can
be attributed to different underlying NWMs, refractivity expres-
sions, or numerical integration approaches. Nevertheless, almost
all Australian stations as well as some others feature biases in
the zenith delays that cannot be ascribed to any of the aforemen-
tioned causes; YARRA12M (70mm in dj), KATH12M (40 mm in dj),
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Figure 6.4.1: The correlation
between EOPs and station co-
ordinates in least-squares ad-
justments with VieVS@GFZ (all
IVS-R1 and IVS-R4 spanning
the period 2002-2018), where
EOPs and station coordinates
are set up as single offsets per
station.

HOBART12 (6mm in dj), and WESTFORD (13 mm in dj). Beside these cases, there are a number
of stations whose coordinates changed slightly throughout the years, yielding differences in the
zenith delays at the level of 5mm (e.g., Nikolaidou et al., 2018a.,b). However, since VMF1 is an
operational service such changes are to be expected, but should be taken care of for reprocessing

campaigns.

2Service https://vlbi.gsfc.nasa.gov/services/tropodelays/tropodelays/ no longer updated.
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Table 6.4.1: Seasonal amplitudes and WRMS of the post-fit residuals of the EOP differences stemming
from alternating the mapping functions (PMF, VMF1, and GFZ-PT), and the meteorological data used
for the computation of df (raw in situ, GFZ-PT, ERAInML, and homogenized in situ), at the observation
equation level in VLBI data analysis {IVS non-intensive sessions spanning the period 1979-2018).

EOP Sa GSa Ssa Gssa Sta, Gsta. WRI\/{S

6dUT1 [ps] 042  0.06 0.14 005 0.03 0.05 1.68

odX [pas] 1223 027 7.62 028 1.11 027 937

PMF vs. VMF1 6dY [pas] 5.83 031 7.05 030 145 031 1093
oxp [pas] 896 1.29 339 1.22 393 121  29.52

Oyp [pas] 764 132 116 1.22 232 124 2928

6dUT1 [ps]  0.08 0.04 0.10 004 0.17 0.04 1.02

odX [pas] 049 028 048 028 0.56 028 747

PMF vs. GFZ-PT 6dY [pas] 098 028 053 028 048 028  7.53
oxp [pas] 229 079 3.07 080 295 078 15.57

Oyp [pas] 087 085 1.27 0.84 133 085 13.92

6dUTI [ps] 029 011 027 0.10 021 0.10 3.34

6dX [pas] 17.31 1.62 7.37 1.67 1.69 1.65 4951

homogenized vs. raw in situ  8dY [pas] 1072 144 977 144 404 145 4830
oxp [pas| 510 2.09 7.38 221 378 216  53.70

Oyp [pas| 508 208 6.17 215 867 209 50.51

6dUTI [ps]  0.02 002 001 002 001 0.02 0.41

6dX [pas]  0.73 011 021 011 032 0.11 3.44

homogenized vs. ERAinML  6dY [pas] 086 0.11 036 011 005 011  3.51
oxp [pas] 047 026 0.56 0.24 070 024 4.77

Oyp [pas] 052 024 1.07 026 062 027 5.46

6dUT1 [ps]  0.09 0.02 0.07 002 0.03 0.02 0.60

6dX [pas] 1.01  0.13 056 013 0.51 013 3.7

ERAinML vs. GFZ-PT 6dY [pas] 048 0.13 036 012 032 0.12 3.76
0xp [pas|]  0.80 040 0.83 039 032 037  6.59

Oyp [pas] 076 043 038 045 1.05 045 8.15

The analysis of the complete IVS history (1979-2018) reveals no substantial systematic
EOP offsets induced by varying the source of meteorological data between GFZ-PT, ERAinML,
and homogenized in situ. For the EOP vector [dUTI Topo Yoro Tp yp]T, the offsets
induced by varying the meteorological data between homogenized in situ and ERAinML are
[0.0 ps 0.3pas —0.6pas l.3pas —1.0 pas] T, and the offsets induced by varying the meteo-
rological data between ERAInML and GFZ-PT are below the 0.1 ps and 0.1 pas level, as shown
in Fig. 6.4.3. The lack of considerable systematics between the three aforementioned solutions
suggests that if solely EOPs are to be studied, these models may be used interchangeably. How-
ever, to avoid a scatter increase in the Celestial pole offsets by ~ 4 pas, and in polar motion by
~ 6 pas, homogenized in situ data should be preferred when available.

The largest disagreement between EOP estimated from solutions where the a priori zenith
delay was varied, was detected in changing between raw (GPT2 as backup if e.g., the pressure
entry in the NGS was -999.000) and homogenized in situ meteorological data. While the offsets
are not very large — except for 14.1 pas in zopo — the scatter in the differences is (cf. Fig. 6.4.4).
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Figure 6.4.3: The differences in the EOPs estimated in VLBI data analysis employing the homogenized
in situ meteorological data and ERAinML. The differences are painted red, and the running median in
black.

This scatter stems from both systematic variations (seasonal signals) and random variations.
Table 6.4.1 shows that in the polar motion differences there is a 7 pas annual signal as well as 9 pas
semi-annual and ter-annual signals. The trajectory of the Celestial pole also experiences spurious
seasonal variations should the raw in situ meteorological data be used: 20 pas (S,), 12 pas (Sga),
and 4pas (Sta). The scatter is also relatively large compared to all other scenarios, exceeding
50 pas for the terrestrial and Celestial pole motion. The difference UT1 — UTC displays a very
large scatter as well (3ps).

The results outlined in Table 6.4.1 suggest that the quality of the meteorological data em-
ployed to compute the a priori zenith delays, as well as the mapping functions in VLBI data
analysis, is a far greater concern in EOP estimation than station displacement induced by mass
transport within Earth’s fluid envelope. In view of VGOS, employing inhomogeneous meteoro-
logical data (series with several offsets and outliers) is going to pose an immovable obstacle in
estimating EOPs with an accuracy of 1ps and 15 pas.

Introducing the a priori gradient components developed herein at the observation level in SLR,
data analysis reduces the polar motion bias with respect to the IERS 14 C04 (IAU2000A) series
by 90 % and 63 % for x,, and y,, respectively — confirmed by M. Drozdzewski and K. Soénica
employing Bernese v5.3, within a collaborative work (Drozdzewski et al., 2019).

6.5 Impact on integrated water vapour trends

The fact that microwave space geodetic techniques can accurately sense long-term water
vapour variation has been proven manyfold. For a review, the interested reader is referred to
e.g., Haas et al. (2003); Heinkelmann et al. (2007); Nilsson and Elgered (2008); Alshawaf et al.
(2017); Balidakis et al. (2018c¢); Alshawaf et al. (2018) and the references therein. Motivated
from the facts that (i) introducing changes in the a priori, the deterministic, and the stochastic
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Figure 6.4.4: The differences in the EOPs estimated in VLBI data analysis employing the homogenized
and raw in situ meteorological data. The differences are in red and the running median in black.

model that describe atmospheric delay variations in the vicinity of a station in the space geodetic
data analysis will affect all parameters constituting the parameter space in a least-squares adjust-
ment to an extent dictated by the a posteriori covariance matrix, and (ii) monitoring integrated
water vapour (retrieved by the estimated zenith non-hydrostatic delays and the so-called water
vapour-weighted mean temperature) is crucial for a whole host of meteorological applications,
long-term integrated water vapour (IWV) and gradient rates from both real and simulated GNSS
and VLBI observations were assessed. Some of these investigated are outlined in Alshawaf et al.
(2017); Balidakis et al. (2018c,d); Alshawaf et al. (2018). In this section, a brief comparison of
IWV trends from the analysis of real VLBI (VieVS@GFZ) and GPS (EP0S.P8) observations is
presented, followed by a more comprehensive analysis of IWV and gradient component rates
from simulated VLBI and multi-GNSS observations (FGST).

An in-depth comparison of IWV trends at sites where VLBI radio telescopes are co-located
with at least one GPS receiver is presented in Balidakis et al. (2018c), and will not be repeated
herein. It is important to note that while a relatively good agreement (in 75 % of the stations
the relative errors are not statistically significant) was proven between VLBI, GPS, and ERA
Interim, the limited number of stations studied therein prompts a follow-up study to ascertain
the results. Figure 6.5.1 illustrates the linear IWV trends estimated at all sites where a VLBI and
a GPS receiver observed for more than 10 years. To make the comparison rigorously, atmospheric
ties (cf. Sec. 4.4) were applied to the dZ, from GPS, so that they refer to the position of the VLBI
station. However, since the actual IWV trend is not known neither which of the three approaches
considered therein to obtain it is more reliable, it is impossible to conclude on the actual accuracy
of the estimates, and therefore only relative errors can be examined. Moreover, a gradient trend
comparison could not be carried out as for the 2°4 TIGA reprocessing BS98 was employed to
model the elevation dependence of the asymmetric delays, whereas for the VLBI reprocessing
the CH97 gradient mapping function was always used (cf. Sec. 4.2.3). Ka¢maiik et al. (2019)
demonstrates differences stemming from the gradient mapping function choice.
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Figure 6.5.1: IWV trends estimated from real VLBI and GPS observations employing VieVS@GFZ,
EPOS.P8, and ray-tracing. For the trend estimation, the three different time series (for every station)
were synchronized.

Due to the fact that not all differences between the real VLBI- and GPS-derived IWV trends
could be explained, a simulation study was carried out (Balidakis et al., 2018d ), in an attempt to
explain the role of the observation geometry and accuracy in the observed IWV trend differences.
In all cases, atmospheric delays were simulated based on ERA-Interim-derived technique-specific
ray-traced delays (“observed” vector). In terms of the “computed” vector, four solutions were
processed:

[0 correct mapping functions, and correct a priori zenith delays,

[0 correct mapping functions, and wrong a priori zenith delays,

[0 wrong mapping functions, and correct a priori zenith delays, and
0 wrong mapping functions, and wrong a priori zenith delays.

“Correct” denotes the geodetic solutions where effects were reduced based on consistent PMFs.
For the scenarios denoted by “wrong”, only the seasonal harmonics of GFZ-PT were used for the
retrieval while ray-traced delays were used to simulate the related observations (all cases). For
this study, 20 years of multi-GNSS observations (1997-2018), and 17 years of VLBI observations
(2002-2018) were simulated based on the final orbits from GFZ Potsdam and the IVS schedules
for the rapid turnaround sessions, respectively. Figure 6.5.3 illustrates the d7, for different
modelling scenarios, as well as employing GPS-only observations as opposed to multi-GNSS
observations. It is apparent that employing measurements from more systems reduces the scatter
around the ensemble mean, with small impact on its value whatsoever. A single day for POTS is
also shown where the a priori di was supplied from GFZ-PT in lieu of numerical integration in
the model levels of ERA Interim. While there is almost no increase in the scatter, the solution
is biased. Linear atmospheric gradient components from a GPS-only solution, and a multi-
GNSS solutions are illustrated in Fig. 6.5.2. It is clear that processing the observations of more
navigation systems substantially reduces the noise about the ensemble mean, thus yielding a
benefit for atmospheric monitoring.

Afterwards, d?, from all VLBI and GNSS solutions were converted to IWV employing con-
sistent refractivity constants with those employed in the ray-tracing, and T, from numerical
integration, cf. (4.3.1). Two sets of IWV series were generated: the first set featured ITWV cal-
culated from the direct d?, output of FGST (biased for the solutions were the a priori delays
were modelled with GFZ-PT), and the second featured adjusted d?, series. To obtain the latter
(labeled “adjusted” in the related figure), correct (PMF-derived) d; were subtracted from the
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Figure 6.5.3: Zenith non-hydrostatic delay estimated from simulated GNSS observation with FGST at
POTS. The d7, from numerical integration in the model levels of ERA Interim is displayed in black, the
estimates from the individual ensemble members are shown in gray, and the ensemble mean is shown in
red. On the left shown is a series of solutions where no systematic errors were introduced, and only GPS
observations were utilized. The solutions from multi-GNSS observations are in the middle, and on the
right are GPS solutions where the a priori df stem from GFZ-PT.

zenith total delays. Thereupon, the linear rates of the IWV, Gyg, and Grw time series were
calculated employing an iterative weighted least-squares adjustment where seasonal variations
were also estimated, and the temporal correlations were modelled in a data-driven Hirvonen
covariance function.

The differences between
IWV trends estimated from
simulated  VLBI  observa-
tions, and those estimated
from numerical integration in
ERA Interim are presented

—ray-Iracing ] | i
— GPS wionolse | - 1l.....4 £
B B e e

in Fig. 6.5.4. The large dif- I ok
' sk e !
ferences in the ITWV trends _ i s . ;
; 3 GRS i =1k i {
from the solutions where a Bl - st ; O =
reduced version of GFZ-PT i L

—ray-fracing ] | I
——MGEX wio nolse |- i £
MGE v riolis [t i

was utilized to compute the
a priori df, between the upper
and the lower panel can be
partly attributed to linear
trends in the d; that were
not considered in the “wrong”
scenarios,  This feature in o
consistent between the GNSS ¢ 2
and VLBI simulations. After
statistical analysis, it is found
that in 60% (75%) of the
VLBI (GNSS) stations, the
combination  of  erroneous
a priori di (most probably due
to wrong pressure series) and
erroneous mapping functions
distort the IWV trends statistically significantly, if not corrected a posteriori. If the d7, series
are adjusted after the adjustment, only in 27% (18%) of the VLBI (GNSS) stations are the
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Figure 6.5.2: Linear atmospheric gradients estimated from simu-
lated GNSS observation with FGST at POTS. Gradients from ray-
tracing are displayed in black, the estimates from the individual en-
semble members are shown in gray, and the ensemble mean is shown
in red. On the left, the Gng are presented, and on the right lie the
Ggw. On the upper row are the GPS-only solutions, and on the lower
row are the multi-GNSS solutions.
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Figure 6.5.4: Deviations of linear IWV rates from simulated VLBI observations with respect to IWV
from nmumerical integration in ERA Interim, for stations with more than 10 years of observations. The
upper panel shows the trends estimated by converting the d?, output of FGST directly to IWV, and the
lower panel shows the trends estimated after correcting for the erroneous d;. In the legend, first appears
the name of the model for the a priori delay and then the mapping function.

differences statistically significant. If the mapping function is correct but the a priori d; is not,
67 % (67 %) of the VLBI (GNSS) stations experience significant differences. However, should
the df be adjusted, these figures reduce to below 4% for both techniques. If the mapping
function is wrong and the a priori df is not, then 20 % (12 %) of the VLBI (GNSS) stations have
significant differences. Note that the aforementioned percentages of GNSS and VLBI stations
should not be intercompared strictly due to the very small VLBI sample (# stations) size.

The differences between gradients estimated in the VLBI simulations are shown in Fig. 6.5.5.
The very large relative trend errors at Hartebeesthoek and Concepcion are due to the fact that
in the early 2000s, there were so few VLBI radio telescopes in the Southern Hemisphere, that
in turn very few observations were scheduled towards southern radio sources, and therefore the
skyplots of the stations are almost empty in their southern part. Figure 6.5.6 provides proof for
this statement, and also shows the difference in the observation geometry within a decade. To
verify that these systematics are not a manifestation of random errors, a single simulation run was
carried without applying noise (no turbulence, no clocks, no thermal noise), ergo yP —y? =o0.
Since, the results illustrated in Fig. 6.5.7 do not paint a different picture compared to Fig. 6.5.5,
the trend differences are real. Studying Table. 6.5.1 that quantifies the number of VLBI and
GNSS stations with statistically significant gradient trend differences, the following conclusions
are drawn: (i) Ggw temporal rates can be more accurately estimated than Gyg rates in both
VLBI and GNSS, (ii) a larger portion of the GNSS network can recover accurate Gy gradients
compared to the VLBI network, and (iii) gradient rates are not affected by the tropospheric
parameterization as much as the IWV rates. Systematic errors in the gradient trends could be
indicative of systematics in the lateral station velocity components, and will be studied in a
future work.
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Figure 6.5.5: Deviations of linear Gng and Ggw rates from simulated VLBI observations (FGST) with
respect to ray-traced gradients in ERA Interim, for stations with more than 10 years of observations.

HARTRAQ (2002) HOBART26 (2002) TIGOCONC (2002} TSUKUB32 (2002)

Figure 6.5.6: From left to right, the observation geometry during 2002 (upper row), and 2012 (lower
row), for HARTRAQ, HOBART26, TIGOCONC, and TSUKUB32 is presented. Note the improvement of the
azimuthally uneven observation distribution over one decade.
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Table 6.5.1: The portion [%] of the VLBI (R) and GNSS (P) station networks where the gradient com-
ponent linear temporal rates show statistically significant deviations with respect to ray-traced gradients.
In the description row, first appears the a priori zenith delay source, and then the mapping function
name.

GFZ-PT & GFZ-PT GFZ-PT & PMF PMF & GFZ-PT PMF & PMF

dGxs R 66.7 6.7 6.7 60.0
0= P 52.3 52.3 53.0 51.5
0Gpw R 100 16.7 10.0 33.3
0=~ P 15.4 16.9 16.2 14.6
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Figure 6.5.7: Deviations of linear Gyg and Ggw rates from simulated VLBI observations (FGST) with
respect to ray-traced gradients in ERA Interim, for stations with more than 10 years of observations. In
this simulation run, no noise was applied to b.

Last but not least, it was also assessed whether VLBI or GNSS is the better suited to
probe climate change (in terms of long IWV and gradient trends). For the comparison to be
meaningful, atmospheric ties were applied for all parameters (zenith non-hydrostatic delays, and
linear horizontal gradients) consistently to the developments presented in Sec. 4.4. Figure 6.5.8
presents the IWV trends from VLBI, GNSS, and ERA Interim (reference), from synchronized
series. From the results, it seems that VLBI is more appropriate for the task at hand, mainly due
to the fact that much fewer clock-related parameters need to be estimated, and that no elevation-
dependent weighting strategy was adopted in analyzing the simulated VLBI observations, thus
facilitating the decorrelation between height, clock, and d,. Nevertheless, only at one GNSS
station (TSKB, co-located with TSUKUB32) are the IWV rates significantly different with respect to
those estimated from VLBI and numerical integration in ERA Interim. Figure 6.5.8 presents the
gradient component trends. It is found that both Gyg and Ggw trends can be more accurately
recovered from GNSS, compared to VLBI observations. In particular, for Gyg, in 62% of the
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Figure 6.5.8: IWV (15" row) and gradient component (2“d and 3™ row) trends estimated from simulated
VLBI and GNSS observations employing FGST, and ray-tracing. For the trend estimation, the three
different time series (for every station) were synchronized.

VLBI stations the trends are statistically significant, compared to 39 % of the GNSS stations.
Grw trends are more accurately recovered from the simulated GNSS measurements; statistically
significant differences in 15 % of the stations, whereas 31 % of the VLBI stations yield trends that
differ appreciably from the ray-traced gradients. Comparing GNSS with VLBI directly shows a
moderate agreement; 54 % for Gng, and 69% for Ggw. The fact that GNSS-derived gradient
trends are better is due to the fact that the GNSS observation geometry does not depend on the
network size as much as it does in VLBI. The difference between GPS-only with multi-GNSS lies
solely in the reduction of the noise in the time series, not the reduction of systematics whatsoever.
However, as the number of VLBI stations that operate in the Southern Hemisphere increases, it
is expected that the edge GNSS has over VLBI, in this regard, will cease to exist in the future.






7 Application of geophysical loading models
to space geodetic data analysis

This chapter is dedicated to the presentation of the effect of applying the geophysical loading
models developed and presented in Chapter 5 in the space geodetic data analysis. The displace-
ment models were applied either to the observation equations thus alternating mainly the related
reduced observations vector, or directly at the station coordinates estimated from a processing
where the loading displacements’ influence was neglected. While the former is more rigorous —
station motion also affects parameters other than the station coordinates, e.g., EOP — to get a
rough estimate of the repercussions on the station coordinates should erroneous or no modelling
at all be used, the second was applied additionally. Testing displacement models in such a man-
ner is conditional upon accepting the premise that phenomena acting on station coordinates do
not affect other parameters, and the modelled displacements are without error.

With the exception of VLBI data analysis, all other geodetic analysis (SLR, GNSS, and
DORIS) carried out herein was performed employing observations simulated utilizing FGST
(cf. Sec. 2.6), and processed with an own software. Observed interferometric group delays were
analyzed employing the GFZ version (Nilsson et al., 2015b) of the Vienna VLBI software VieVS
(Bohm et al., 2011; Bohm et al., 2018), hereinafter VieVSQGFZ. In the geodetic analysis GFZ-PT
(cf. Sec. 4.3) served as ersatz atmospheric refraction model, and EGLM (cf. Sec. 5.5) served as
ersatz geophysical displacement model. Other than the modelling of tropospheric refraction and
geophysical loading displacement, the geodetic processing abides by the latest IERS Conventions
(Petit and Luzum, 2010), and updates thereof. In geodetic VLBI data analysis observations
between short (local) baselines e.g., at Wettzell, Hobart, and Hartebeesthoek, are not included
in the adjustment. The rational behind rejecting a priori these measurements lies in the fact
that the injected phase calibration tones obstruct the correlation process. While this can be
treated by applying band-rejection filters, the so-called notch filters, it is not a standard in data
generated in the IVS framework as of yet. The VLBI processing is not consistent throughout the
vears, and under no circumstances should it be. For instance, in early sessions, the estimation
of gradients is either not possible or significantly degrades the solution. These cases have been
identified by studying the observation geometry of every station that participated in every session.
The treatment applied was either imposing of heavy absolute constraints on gradients estimated
from ray-tracing in ERA Interim refractivity fields (Sec. 4.2.2), or simply introducing ray-traced
gradients as additional observations in the related adjustment.

There are very few studies where loading models have been applied to more than one tech-
nique (e.g., Roggenbuck et al., 2017), and even fewer studies where models where developed and
tested in a single work. In Chapter 7, an attempt is made to understand how geophysical loading
components impact the analysis of space geodetic observations, at different levels (observation
equation, and parameter). In Sec. 7.1 the influence of mass transport on station displacements
is studied. Loading models are applied to all space geodetic techniques at the parameter level
(real data), and at the observation equation level (real and simulated measurements). In Sec. 7.2
the extent to which the implied reference frame of all four space geodetic techniques is distorted
is assessed. The penultimate section of this chapter (Sec. 7.3) deals with how station displace-
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ments induced by geophysically-excited loading manifest into variations in all Earth orientation
parameters. For the latter, 24-hour-long global sessions as well as one-hour-long single-baseline
sessions — the so-called Intensives — have been analyzed. In the last section (Sec. 7.4), the
impact of mass redistribution on satellite orbits is discussed.

7.1 Impact on station coordinates

In this section, the impact of accounting for non-tidal geophysical loading in geodetic data
analysis, on station coordinates is assessed. Regarding the application of loading models, the
outcome of three scenarios is presented herein; applying the related model at: (i) the parameter
level, that is, directly adding loading displacements to the coordinates estimated in the geodetic
adjustment of real observations where no non-tidal loading models had been applied, (ii) the
observation equation level in an adjustment of observations simulated following Sec. 2.6, and
(iii) the observation equation level in an adjustment of real observations. For all cases, the iso-
morphic reference frame of preference is the center of mass of the Earth system as defined by
Blewitt (2003) as in the inversion of the NEQs of the different techniques, discrete Tisserand
conditions were imposed with respect to e.g., ITRF2008. In addition, the following assumption
was made: the uncertainty of simulated loading displacements is constant in space and time.
For the case where loading displacements are applied a posteriori, the official contributions of
IVS (Bachmann et al., 2016), ILRS (Luceri and Pavlis, 2016), IGS (Rebischung et al., 2016),
and IDS (Moreaux et al., 2016) to different realizations of the latest terrestrial reference sys-
tem, namely ITRF2014 (Altamimi et al., 2016), DTRF2014 (Seitz et al., 2016), and JTRF2014
(Abbondanza et al., 2017), were used as well. The reason for choosing to work with the combined
solutions of all four techniques for ITRF2014 stems from their being publicly available, being a
product of homogeneous reprocessing, and being extensively tested. Loading displacements were
applied to the estimated coordinates from all four techniques directly (parameter level), averaged
over the interval each estimate refers to. The related documentation states that no non-tidal
modelling was considered neither at the NEQ (similar to the observation equation) level, nor
at the parameter level, hence adding the loading displacements to the estimated coordinates is
sound.

Since one purpose of this work is to better understand and therefore be able to reproduce
geophysical loading signals based on non-geodetic observations (NWM data), a model is consid-
ered successful if it can describe part of the variability of the station position vector. In essence,
upon application of these models some systematic features such as the annual amplitude or the
bi-weekly variation related to high/low pressure systems should attenuate in magnitude. So,
reduced magnitude in seasonal signals as well as reduced WRMS are indicators that the load-
ing models perform well. Nevertheless, it is possible that while the loading model at a site is
accurate, seasonal amplitudes increase. In such cases, poor model performance can be ascribed
either to the incomplete modelling strategy and inaccurate NWM data, or to effects that are
anti-correlated with non-tidal displacements and were not considered at the observation equation
level, e.g., atmospheric delays.

To assess whether a displacement model improves or not the coordinate time series at a
station, all segments of the individual time series were identified first. This task was facilitated
by ingesting information on the segments already identified in the framework of the realiza-
tion of the latest TRF, ITRF2014. In essence, offsets, secular and post-seismic deformation
signals were reduced from the coordinate time series of all four techniques so that quasi zero-
mean series remained. In the vast majority of cases applying the related ITRF2014-*-TRF.SNX,
ITRF2014-soln-*.snx, and ITRF2014-psd-*.snx was sufficient. Nevertheless, there were a num-
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ber of cases where it was not sufficient, e.g., GGAD7108, OHIGGINS, and SINTOTU3, to name a few.
Subsequently, geophysical loading models developed in Chapter 5 were applied, that is, inter-
polated at the observations’ epochs of the individual techniques, and then averaged over the
course of the length of each solution (e.g., daily for GNSS and weekly for SLR). The following
five scenarios were assessed:

[0 NTAL alone,

[0 NTOL alone,

0 CWSL alone,

O NTAL+CWSL, and

O NTAL+NTOL+CWSL.

The latter is hereinafter labeled as accumulated non-tidal geophysical loading (ANGL), and
consists of the individual non-tidal contributions of the atmosphere, the oceans and the hydrology
being linearly superposed. Thereupon, amplitude- and phase-locked seasonals (neither amplitude
nor phase were set up as variable in time) were estimated together with the residual offsets,
velocities, and the WRMS of the post-fit residuals in weighted least-squared adjustments.
Although the application of loading models at the parameter level was carried out consis-
tently across the techniques, the performance of the models varies considerably. This discrepancy
is predicated upon the fact that while all geodetic markers are fixed to the ground and should
experience similar displacement at co-location sites, technique-specific issues induce an imped-
iment in this regard. Such effects include but are not limited to the thermal and gravitational
deformation of VLBI radio telescopes, mismodelled non-gravitational satellite accelerations, and
spurious signals that coincide with the satellite orbital period — as well as overtones thereof — of
the observed satellites. The impact of applying discrete loading models directly on VLBI station
coordinates is shown in Table 7.1.1. No loading model combination scenario yields an overall
improvement in terms of seasonal amplitude and WRMS of the post-fit residuals reduction, of
both the station coordinates (topocentric) and baseline lengths. This is rather unexpected since
applying exactly the same models at the observation equation level yields a clear improvement
in the vast majority of radio telescopes (cf. Fig. 7.1.1 and Fig. 7.1.3). Table 7.1.2 shows the
percentage of SLR stations where applying certain scenarios of combining loading models yields
a reduced PSD in major frequencies, that translates to lower seasonal amplitudes. More than
73 % of the SLR stations experience a statistically significant improvement in terms annual am-
plitude in the radial coordinate component, for all scenarios assessed herein. The best performing
scenario is the one where the combined effect of NTAL and CWSL was reduced from the SLR
station coordinates. In all scenarios more than half of the stations’ radial coordinate component
obtains a benefit from the application of non-tidal loading models, at the major seasonal fre-
quencies. Applying loading models to DORIS coordinate series yields an overall improvement,
but not for all frequencies and loading model combination scenarios. Table 7.1.3 shows that the
best performing model is the combination of NTAL and CWSL, which reduces the WRMS in
67 % of the stations and the S, amplitude in 72 % of the stations. The reason why all model
combinations perform poorly in reducing the ter-annual North-South displacement amplitude is
unclear and will be investigated in a follow-on study. The majority of GNSS stations benefit from
accounting for non-tidal deformation, especially in the radial direction; in all cases radial S, am-
plitudes reduce on average, and for the combination of NTAL and CWSL this reaches 63 % of the
stations (cf. Table 7.1.4). Discrepancies between displacement series derived from loading models
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Table 7.1.1: The percentage of VLBI stations that contributed to ITRF2014 where there is a statistically
significant seasonal amplitude (S,, Ssa, Sta) and a WRMS reduction (improvement) upon applying discrete
loading models (NTAL, NTOL, and CWSL) developed in Chapter 5 using ERA Interim data. R, EW,
and NS denote the radial, East-West, and North-South topocentric coordinate component, respectively.

L i Sa %] Ssa [%] Sta [%] : 0
Loading models R EW NS R EW NS R EW NS WRMS [%]
NTAL 317 36.5 206 47.6 413 349 47.6 47.6 429 317
NTOL 54.0 254 317 429 333 27.0 571 476 41.3 34.9
CWSL 286 222 365 492 381 381 50.8 492 444 25.4

NTAL-+CWSL 27.0 127 48 444 397 317 381 429 46.0 20.6

NTAL+NTOL+CWSL 286 11.1 14.3 381 238 270 381 41.3 46.0 19.0

Table 7.1.2: The percentage of SLR stations that contributed to ITRF2014 where there is a statistically
significant seasonal amplitude (S,, Ssa, Sta) and a WRMS reduction (improvement) upon applying discrete
loading models (NTAL, NTOL, and CWSL) developed in Chapter 5 using ERA Interim data. R, EW,
and NS denote the radial, East-West, and North-South topocentric coordinate component, respectively.

. i Sa %] Ssa |%] Sta [%] _
Loading models R EW NS R EW NS R EW NS WRMS [%]
NTAL 81.4 390 576 695 508 424 593 508 T6.3 76.3
NTOL 62.7 339 322 559 492 373 525 441 763 59.3
CWSL 72.9 305 407 576 356 57.6 441 559 T6.3 67.8
NTAL-+CWSL 88.1 322 458 644 492 525 593 559 T6.3 72.9
NTAL+NTOL+CWSL 864 27.1 356 593 44.1 508 525 475 746 72.9

or GRACE and GNSS may be attributed to erroneous NWM data, network effects, as well as
shortcomings in modelling of geodetic measurements such as the non-conservative accelerations
on the space vehicles, e.g., solar radiation pressure or Earth’s albedo (e.g., Horwath et al., 2010).
Under the subset of stations where a statistically significant improvement was not achieved, may
fall stations where either a relatively small improvement was accomplished or a deterioration. II-
lustrations of the station networks are shown in Chapter 2. Tables 7.1.1-7.1.4 tabulate results of
the application of loading displacements to station coordinates obtained from the analysis of real
observations (the official contribution of the individual space geodetic techniques to ITRF2014).

While for GNSS, SLR, and DORIS applying discrete geophysical loading models a posteri-
ori seems to yield a general improvement in terms of S, amplitude, and WRMS of the post-fit
residuals, the promising results are not shared by the VLBI station time series. A potential expla-
nation is that unlike the aforementioned satellite techniques, VLBI sessions feature a relatively
poor station network. In point of fact only in 12.4 % of all non-intensive sessions organized in
the framework of IVS, are there more than ten radio telescopes with “good” observations (based
on vgosDB data spanning the period 1979-2019). On average, geodetic VLBI sessions feature six
radio telescopes. However, the observing networks tend to get larger (on average nine stations
for 2019). The small number of radio telescopes that participate in the minimum constraints
has a heavy impact on the values of the estimated station coordinates, albeit not distorting the
internal geometry, e.g., baseline lengths (e.g., Sillard and Boucher, 2001; Kotsakis, 2018). To fur-
ther justify why applying non-tidal loading displacements to VLBI station coordinate estimates
a posteriori, both the total discrete geophysical loading model and the EGLM were applied at
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Table 7.1.3: The percentage of DORIS stations that contributed to ITRF2014 where there is a statisti-
cally significant seasonal amplitude (S,, Ssa, Sta) and a WRMS reduction (improvement) upon applying
discrete loading models (NTAL, NTOL, and CWSL) developed in Chapter 5 using ERA Interim data.
R, EW, and NS denote the radial, East-West, and North-South topocentric coordinate component, re-
spectively.

. . Sa [%] Ssa [%] Sta [%] -
Loading models R EW NS R EW NS R EW NS WRMS [%]
NTAL 60.0 485 554 508 H38 431 623 500 69 70.8
NTOL 52.3 523 523 577 485 577 608 492 6.2 60.8
CWSL 66.9 523 423 53.1 385 423 508 554 69 61.5
NTAL-+CWSL 73.1 477 485 538 385 377 554 523 69 68.5
NTAL+NTOL4+CWSL 592 50.8 485 53.8 43.1 454 60.0 577 6.9 65.4

Table 7.1.4: The percentage of GNSS stations that contributed to ITRF2014 where there is a statistically
significant seasonal amplitude (S,, Ssa, Sta) and a WRMS reduction (improvement) upon applying discrete
loading models (NTAL, NTOL, and CWSL) developed in Chapter 5 using ERA Interim data. R, EW,
and NS denote the radial, East-West, and North-South topocentric coordinate component, respectively.

. i Sa %] Sea | %] Sta [%] _
Loading models R EW NS R EW NS R EW NS WRMS [%]
NTAL 61.5 225 9.9 512 298 152 541 207 327 71.4
NTOL 59.7 255 476 489 345 506 516 381 434 49.2
CWSL 57.9 116 229 400 332 114 456 334 422 53.4
NTAL-+CWSL 624 48 35 483 338 65 510 170 264 66.8
NTAL+NTOL+CWSL 535 2.5 107 452 256 7.0 458 203 31.0 53.0

the observation equation level in geodetic VLBI data analysis employing VieVS@GFZ. In the fol-
lowing, the results of analyzing real group delays is assessed. It will be shown that the applying
either EGLM, or the discrete model is beneficial for geodetic VLBI data analysis.

First, an assessment of the impact of the loading models on the estimated time series takes
place. Applying the fully fledged EGLM (atmosphere, oceans, and hydrology) at the observation
equation level in lien of no non-tidal loading model, reduces the S,, Ssa, and S;; amplitude in
82 %, 41 %, and 54 % of the VLBI stations, respectively. Comparing the amplitude of the height
series of solutions estimated where the accumulated geophysical loading displacement model was
applied at the observation equation level, and no non-tidal loading model was applied, there is
a slightly better reduction compared to EGLM; the S, Ssa, and Sia amplitudes were reduced in
82 %, 54 %, and 54 % of the VLBI stations. The largest improvement in terms of annual amplitude
reduction was achieved in Katherine; 3.3 mm for EGLM, and 4mm for the discrete model. In
HART15M (Hartebeesthoek) both models did not perform well; amplitude increase of 1.6 mm for
EGLM, and 2mm for the discrete model. Nevertheless, the fact that there is an improvement at
the co-located VLBI station HARTRAO (1.2 mm for EGLM, and 1.8 mm), prompts that the poor
performance of the models derived herein could be result of the interplay of other effects that
are not yet understood in VLBI data analysis, or of impurities in the mass anomaly fields. In
addition, due to the fact that in the modelling of hydrological loading only transient water mass
transport has been considered — to the author’s knowledge no relevant information is provided
by any NWM regarding mass redistribution at depths below 3m — a disagreement between the
motion of a geodetic sensor and the prediction of its displacement stemming from hydrological
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mass transport could be attributed to effects such as the poroelastic uplift induced by aquifer
recharge (e.g., Milliner et al., 2018). This assumption can be confirmed by studying the seasonal
signals at other co-located stations such as those at Hobart, where the S, amplitude differences
are as large as 8 mm, regardless of the non-tidal loading treatment applied. Figure 7.1.1 shows
the amplitudes of the major seasonal signals in the height component of the most important
VLBI stations that participated in IVS-R1 and IVS-R4 sessions. The power spectral density
(PSD) of the coordinate series was calculated as well. Figure 7.1.2 demonstrates that there is a
significant decrease in the S, PSD in almost all cases, whereas such a statement does not always
hold for higher frequencies. As far as the height repeatability is concerned, EGLM yields an
improvement in 73 % of the stations, and the discrete model yields an improvement in 82 % of
the stations. The related WRMS per solution are illustrated in Fig. 7.1.3.

Besides inducing changes on the amplitude of the major seasonal signals, accounting for
non-tidal loading deformation at the observation equation level induces changes in the phase of
the signals as well. While the differences comparing the phase of coordinate series after applying
EGLM or the discrete non-tidal model are relatively small, the differences between applying
any non-tidal model and not is much larger. The annual phase does not change sign between
EGLM and the discrete non-tidal model (except for Ny-Alesund where the related amplitudes
are quite small already), and the differences are at the level of 4°, on average. On the contrary,
applying or not a non-tidal loading model yields phase differences so large that the annual phase
sign changes in 27 % of the stations that have participated in IVS rapid turnaround sessions
(FORTLEZA, HOBART26, KATH12M, NYALES20, SVETLOE, ZELENCHK). The phase of annual overtones
is affected much more by applying non-tidal loading models in an absolute sense, but statistical
significance of the related differences varies widely across the stations.

Non-secular VLBI station displacement variations in the horizontal plane are on average
three times smaller than those in the radial component. However, the horizontal displacement
series experience seasonal variations as large as 2.1 mm in the North-South, and 3.9 mm in the
East-West component (HART15M). In the lateral plane, EGLM and the discrete model are slightly
less effective in reducing the seasonal signals as they are in the radial component. In particular,
in the North-South coordinate component, the annual, semi-annual, and ter-annual amplitude is
reduced in only 73 %, 36 %. and 59 % of the stations for EGLM, and 82 %, 64 %, and 41 % of the
stations for the discrete model, respectively. In the East-West component, no clear improvement
is visible either; only in 59 % (64 %), 59 % (64 %), and 68 % (73 %) of the stations does the S,,
Sea, and S¢, decrease, if the EGLM (discrete model) is applied at the observation equation level,
respectively. The lateral coordinate repeatability (WRMS of the post-fit residuals) is improved
in only 68% of the stations for EGLM and 73 % for the discrete model. Accounting for non-
tidal loading can reduce the S, as much as 1.4mm (HART15M) in the North-South direction,
and 0.9 mm (FORTLEZA) in the East-West direction. As far as the phase of the related series is
concerned, there are seven stations where the phase of the displacement series in the horizontal
plane changes sign (BADARY, KATH12M, KOKEE, MATERA, NYALES20, SESHAN25, and TSUKUB32).

Since mass conservation was enforced during the model development stage (cf. Chapter 5),
and long wavelength variations in the geophysical loading displacement series were filtered prior to
application in VLBI data analysis, no spurious secular signals should contaminate the VLBI group
delays, thus no station velocity changes are expected. The latter holds should long enough data
sets be employed for the related computations; 2-3 years of reasonably continuous data suffice
(e.g., Blewitt and Lavallée, 2002). Except for the East-West coordinate component of Kokee, no
statistically significant velocity difference was found (—5.0mmdec ! if no non-tidal loading is
considered, and —1.1 mm dec™! for the discrete model, with an uncertainty of 1.2 mm dec_l)‘

Due to the fact that there might be either natural phenomena that act upon geodetic ob-
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Figure 7.1.1: The S, (15" row), S.. (2°9 row), and S:. (3™ row) amplitudes of station displacements
in the radial coordinate component after applying no non-tidal displacement models (blue), the fully
fledged EGLM (red), and the discrete series of detrended accumulated geophysical loading (green), at
the observation equation level.
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Figure 7.1.2: The normalized PSD at the S, (15" row), Ss. (279 row), and S, (3™ row) frequency of radial
station displacements after applying no non-tidal displacement models (blue}, the fully fledged EGLM
(red), and the discrete series of detrended accumulated geophysical loading (green), at the observation
equation level.
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Figure 7.1.3: The station height repeatability (seasonals removed) after applying no non-tidal displace-
ment models (blue), the fully fledged EGLM (red)}, and the discrete series of detrended accumulated
geophysical loading (green), at the observation equation level.

servations unbeknownst to state-of-the-art geodetic analysis while being anti-correlated with
geophysical loading, or there are still effects in VLBI's processing chain that are not yet under-
stood, or both, analyzing simulated observations facilitates the understanding of how geophysical
loading affects geodetic parameters, void of effects that are not understood.

Utilizing FGST (cf. Sec. 2.6), VLBI observations were simulated based on the schedules
of sessions carried out in the framework of IVS and QUASAR. The observations were simu-
lated based on quasar-tailored ray-traced delays in hourly ERAS refractivity tensors, non-tidal
geophysical loading induced by mass transport within the atmosphere, the oceans, and the conti-
nental hydrology, and noise; random walk plus integrated random walk for the clocks, turbulence
model for the troposphere (Nilsson and Haas, 2010), and station-dependent white noise. Since in
this chapter the focus is placed on loading, modelling atmospheric refraction is carried out with a
VLBI-tailored PMF — thus no systematic error is introduced from mismodelling the troposphere
— and residual zenith delays and horizontal gradients are estimated at all stations. The station
coordinates — estimated sessionwise — between a solution where non-tidal loading was reduced
at the observation equation level, and another where it was ignored were compared. Neglecting
to model non-tidal loading is responsible for a large scatter in the station coordinates, especially
the stations’ height (cf. Fig. 7.1.4). From the simulations carried out herein, no statistically sig-
nificant bias in the station coordinates was identified. Comparing the S, amplitudes illustrated
in Fig. 7.1.4 with those shown in Fig. 7.1.1, two issues are apparent: (i) the fact that co-located
stations often do not participate in the same sessions, or the observations thereof span different
periods should not yield large differences in the estimated harmonics, and (ii) the fact the station
coordinate amplitudes differ considerably in some stations (real vs. simulated observations) could
be indicative of effects that are either not considered in the MC simulations, are not understood
well enough in the analysis of the real observations, or are to an extent anticorrelated with other
unknown /unmodeled effects.

Employing FGST (cf. Sec. 2.6), laser ranges were simulated to Ajisai, LAGEOS 1 and 2,
Etalon 1 and 2, LARES, Larets, Stella, and Starlette from all SLR stations that contributed to
ITRF2014, employing ray-traced delays (tailored for the laser frequency at each station, as well
as the orbital altitude of the different satellites), loading displacements, and cloud cover tensors,
all calculated consistently from hourly ERAS data. It was assumed that potential ranges to
satellites are not carried out only due to clouds or the fact that a satellite (within the subset of
choice) with higher priority had to be observed at the same time. In a first solution, NTAL was
simulated but not modelled — simply put, simulations were carried out where the loading signals
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Figure 7.1.4: The portion of WRMS (upper panel) and S, amplitude (lower panel) in the VLBI station
coordinates that is solely attributed to neglecting to model non-tidal loading deformation at the observa-
tion equation level, based on simulated observations (cf. Sec. 2.6). The scatter in the radial, North-South,
and East-West coordinate component is shown in blue, red, and green, respectively.

were included in the “observed” vector but not in the computed, a common practice in SLR data
analysis. Figure 7.1.5 illustrates the temporal average of the spurious displacements induced by
this omission averaged over 50 ensemble members. While these offsets do not correlate with any
of the average cloud cover temporal averages, they induce artificial offsets mainly in the height
component that in certain cases exceed 1 mm. In only two stations, namely Metsiahovi (Finland)
and Svetloe (Russia), spurious velocities are introduced in the radial component that exceed
1 mm dec™ . Except for a noise amplification in all coordinate components, repeating the same
experiment not accounting for atmospheric asymmetry does not introduce additional systematic
effects. Excluding ranges to all satellites save for LAGEOS and Etalon, does not introduce any
statistically significant offsets in the ensemble average with respect to utilizing ranges to all 9
satellites. From Fig. 7.1.5, it is apparent that modelling atmospheric asymmetry is far more
important than accounting for non-tidal atmospheric pressure loading.

For the next experiment, instead of average cloud fields, the instantaneous (hourly) cloud
tensors were used. Figure 7.1.6 illustrates the bias induced by the not only due to the omission
of modelling non-tidal loading, but also due to the reduced number of observations under cloudy
conditions. While no clear cloud-dependent pattern can be discerned, simulating laser ranges
based on instantaneous cloud tensors in lieu of average cloud fields causes statistically significant
differences in the station coordinates.

To sum up, simulating NTAL but not reducing it in the geodetic adjustment induces sea-
sonal variations and increased scatter in all coordinate components. Comparing the modelled
displacements to those obtained from the geodetic adjustment, the annual height amplitudes of
the latter are slightly overestimated in 76 % of the SLR stations, below the 1 mm level. The
corresponding phase differences do not exceed 10° in 90 % of the stations. In more than 85 %
of the cases, the WRMS of the post-residuals is smaller than the variations in the geophysical
models. Applying any superimposition of NTAL and NTOL with CWSL models yields similar
results; the S, amplitudes are underestimated in 83 % of the cases in the radial component, and
61 % of the cases in the lateral component. The phase differences are in almost all cases below
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Figure 7.1.5: The coordinate bias in the radial (1** column), East-West (2" column), and North-South
(39 column) component, induced by neglecting to model NTAL at the observation equation level in SLR
data analysis, for all stations that are part of ITRF2014. The 1°° row shows the bias when only noise is
injected in the observations and NTAL is not modelled. The
to noise, the atmospheric asymmetry is not modelled nor estimated either. Rows 3™ and 4™ display the
difference between the solutions on the first two rows and the respective ones where the correct NTAL
model was applied at the observation level. In the legend, LCC, MCC, HCC, and TCC denote the low,
medium, high, and total cloud cover aloft the stations.

2nd

row shows the bias when in addition
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Figure 7.1.6: The coordinate bias in the radial (1*" column), East-West (2" column), and North-
South (3™ column) component, induced by neglecting to model NTAL (1°* row) or ANGL (27 row) at
the observation equation level in SLR data analysis, for all stations whose data were assimilated into
ITRF2014. For the simulation of the related observations, hourly cloud tensors from ERAS have been
utilized. In the legend, LCC, MCC, HCC, and TCC denote the low, medium, high, and total cloud cover
aloft the stations.

5°. Such a good agreement is due to the fact that neither clock function nor tropospheric param-
eters are estimated in SLR. analysis, thus rendering SLR. a suitable tool to monitor deformation
induced by non-tidal mass transport within Earth’s fluid envelope. The bias introduced by not
accounting for any combination of non-tidal loading models (so long as the mass is implicitly
conserved, cf. Sec. 5.1) is at the 0.1 mm level in the horizontal plane, and usually below 0.3 mm
in the height component. There are stations (Zelenchukskaya (123515002-1889) and Santiago
de Cuba (40701S001-1953)) where an offset larger than 1mm is introduced. As far as the sta-
tion velocities are concerned, lateral velocity differences do not exceed 0.3 mm dec ' except for
Kunming and Greenbelt, and vertical velocity discrepancies are relatively larger and can reach
0.9mmdec™! for San Juan, for NTAL. That relative velocity error introduced is close to the
GGOS requirements of 1 mm dec™ ! (e.g., Gross et al., 2009). For the scenarios where hydrolog-
ical loading was simulated but not reduced at the observation level, the differences are much
larger; 22 % of the cases the vertical velocity difference is too large to satisfy the GGOS require-
ments, and the average relative horizontal velocity error is 0.4 mm dec™'. As the formal error of
these velocity estimates ranges from 0.1 to 0.2mm dec™! and stems from a 50 member ensemble,
it is safe to say that the differences are statistically significant. In Fig. 7.1.7 the coordinate time
series from the simulated observations at Wettzell are depicted.
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Figure 7.1.7: Station coordinate residuals (from simulated observations) obtained when non-tidal geo-
physical loading displacements at Wettzell are not modelled. The displacements due to NTAL (left) and
ANGL (right) are shown in red. In black shown is the three-month moving median. The long-term
average and scatter are shown in the legend.

7.2 Impact on the station network

To assess the impact of not accounting for displacements due to geophysical loading at the
reduction of space geodetic measurements on the station network (implied reference frame),
several series of 3D 7- and l4-parameter similarity transformations were performed. The so-
called Helmert transformations, were carried out for different scenarios. For the cases where the
loading displacements were applied at the parameter level (utilizing the services” contribution
to ITRF2014), five sets of displacement series were utilized based on one or more geophysical
loading components (atmosphere, oceans, and continental hydrology), cf. Sec. 7.1. Thereupon,
five series of Helmert transformation parameters were estimated between the original solutions
and the set of coordinates obtained by displacing them by the loading models developed herein.
For the cases where the loading models developed in Chapter 5 were applied at the observation
equation level (for both simulated and real observations), the same assessment approach was
followed.

Given the station coordinates estimated by analyzing a global station network with pa-
rameterization A, and B, X and Xpg, respectively, the Lo-norm estimate of the Helmert (or
Bursa-Wolf) transformation between them reads (e.g., Sillard and Boucher, 2001 ; Kotsakis et al.,
2014)

6=C;A" (Cx, +Cx,) ' (Xa - Xg). (72.1)
-1 7.2.1
C; = (AT (Cx, +CXB)—1A) ,

where the Euclidean similarity parameters @ set up are a translation (T = [TX Ty TZ]T), a
rotation matrix ([[RX Ry RZ]T x]), and a differential scale factor D. A denotes the design
matrix whose form is affected by the number of parameters set up. The stochastic character of A
is neglected owing to its marginal contribution to 8 (e.g.. Schaffrin and Felus, 2008). The station
coordinate block of the covariance matrices of the two different solutions are denoted by Cx, and
Cx,, respectively, and the covariance matrix of the datum perturbation parameters is denoted
by Cj4. Being estimated in a single adjustment, the elements of the related NEQs corresponding
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to coordinate components of different stations are to a certain extent correlated. Thus, fully-
populated covariance matrices have been used in (7.2.1). While there are other approaches to
perform the similarity transformations, such as employing quaternions (Mercan et al., 2018),
there is no utility in adopting anything other that (7.2.1) for the task at hand.

First, the impact of applying loading corrections a posteriori on the different station networks
was assessed. The impact of loading displacements on the different networks differs mainly as
a function of the station spatial distribution and number (158 for VLBI, 142 for SLR, 1410
for GNSS, and 186 for DORIS), as well as the temporal resolution of the station coordinate
estimation process. For instance, Fig. 7.2.1 shows the estimated differential scale factor for all
four networks for the fifth loading combination case (NTAL+NTOL+CWSL). In the Appendix,
Fig. B.0.1 to Fig. B.0.4 display the scale time series for all other cases. While there is almost
no long-term bias or trend in the time series, the scatter differs substantially. Examining the
related graphs reveals that CWSL yields clear seasonal variations in the datum parameters,
whereas NTOL contributes mainly to the noise. NTAL induces strong seasonal signals (up to
2mm in Ty of SLR) together with a noise amplification (more than 1 mm in the scale of VLBI).
All VLBI and GNSS solutions stem from a reanalysis spanning 24 hours, whereas the SLR. and
DORIS solutions utilize 7-day ares. Note that for the period 1983-1992 ranges only to LAGEOS
1 have been used (for ITRF2014), hence coordinates were estimated on a biweekly basis (15-day
arcs). The time resolution of the solutions can to an extend explain the significantly larger
scatter in VLBI and GNSS. Compared to coordinate time series from GNSS data analysis, VLBI
solutions are noisier as a result of significantly smaller networks as well as the network turnaround
between VLBI sessions. In point of fact, for the ITRF2014 contributions, the size of the GNSS
network can be two orders of magnitude larger. The excellent spatial distribution of the DORIS
ground network renders its stability practically impervious to geophysical loading displacements,
provided the total mass is conserved (at least implicitly). Nevertheless, this statement does not
hold for the station coordinate series (cf. Sec. 7.1).

To quantify the signal characteristics, offsets, trends, and amplitude- and phase-locked sea-
sonals of 6, J =[1,7] were estimated in a least-squares adjustment where an empirical Hirvonen
covariance function was employed to account for the inherent temporal correlations, cf. (4.3.5).
Figure 7.2.2 displays the S, amplitude and phase of all possible scenarios for the translation in
the Z direction and scale, as well as the WRMS of the post-fit residuals. In almost all similarity
transformation parameters, the largest amplitudes as well as the largest WRMS of the post-fit
residuals is found in VLBI. The reason for that is the fairly limited ground network, as well as
the fact that session-wise solutions (daily) are utilized, with an ever-changing station network.
To assess whether there is an explanation other than those postulated above, based on the NEQs
in the VLBI SINEX files, biweekly and monthly global solutions were created (not shown here).
The phase does not change considerably, but the S, amplitude is reduced at the levels of the
SLR amplitudes. Assessing the phase of the scale series (cf. Fig. 7.2.2), there seems to be a
large disagreement for the NTAL solutions, that cannot be attributed solely to the small ampli-
tude because the NTOL solutions display smaller amplitudes but the scale does not show such
a variation.

By and large, Ty is related to the so-called degree-one deformation (cf. Fig. 5.1.4 and
Fig. 5.1.5). The phase for Ty is fairly stable across the techniques, with the exception of applying
NTOL to the GNSS network. This is probably due to the fact that NTOL-induced systematic
variations are rather small, hence the precise phase estimation is hindered. The S, Ty amplitude
is the largest for SLR almost in all cases. This is mainly due to the lack of tracking stations in
polar regions, contrary to VLBI. The T series obtained herein (not shown) are in agreement with
Fig. 5.2.4 of Glaser (2014) and Fig. 3 of Glaser et al. (2015), as well as (Méannel and Rothacher,
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Figure 7.2.1: The impact of the combined effect of non-tidal atmospheric pressure loading, non-tidal
ocean loading and continental water storage loading on the scale of the implied reference frame of the
networks of IVS (upper-left), ILRS (upper-right), IGS (lower-left) and IDS (lower-right). The colorbars
indicate the number of stations.
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Figure 7.2.2: The annual amplitude and phase of Ty and the differential scale factor from the application
of loading models at the parameter level, as well as the scatter of the post-fit residuals. Note the varying
vertical axis limits.

2017). For a quantitative assessment of the 0 signals, the interested reader is referred to Ta-
ble B.0.1 to Table B.0.5, in the Appendix.

There is a wealth of information on the temporal variations in amplitude and phase variation,
that remains unexploited should only two parameters per frequency be estimated (amplitude and
phase). Some of these variations are artificial (due to mismodelling geophysical fluid dynamics,
changes in the tracking network, or changes on the observed targets), and others are real e.g., El
Nino-like effects. To this end, in Balidakis et al. (2019) a different approach of approximating
loading effects analytically was explored: amplitude and phase modulation of the related time
series. The amplitude and phase are estimated as continuous PWLFs at quarterly intervals with
the caveat that Tikhonov regularization should applied to the least-squares solution (personal
communication with M. Chatzinikos) as this is an ill-posed problem in the sense of Hadamard.
As phase variations are slightly larger than amplitude variations, a different interval may be set
for the PWLFs.

Applying the total discrete geophysical loading model and EGLM (after the removal of the
secular trends) at the group delays in VLBI data analysis (observation equation level), has an
effect similar to applying the related loading models a posteriori, on the implied frame. All datum
perturbation parameters experience seasonal signals, as well as a scatter. Figure 7.2.3 illustrates
the differential scale factor, employing only the stations that participated in the NNT and NNR
condition equations — in essence all stations with the exception of those that have experienced
large Earthquakes i.e., Tsukuba and TIGO at Concepcion. Including these in the estimation of
the similarity parameters (of course accounting for fully populated variance-covariance matrix)
does not yield a statistically significant change, although the differences can be as large as
1.5 mm. Should only the VLBI stations that constitute an earlier frame e.g., ITRF2008, be used,
the differences would be much larger as the size of the observation network would be reduced to
a third in many cases (fewer Russian and Australian stations). Table B.0.5 shows the WRMS of
the session-wise 7-parameter Helmert transformation between the aforementioned solutions.

As geophysical loading affects other parameters in addition to station coordinates, in the next
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Figure 7.2.3: The differential scale factor between VLBI station coordinates estimated employing
VieVS@GFZ. Shown from left to right are the scale for (i) no non-tidal vs. discrete, (ii) no non-tidal

vs. EGLM, and (iii) EGLM vs. discrete loading model.

Table 7.2.1: WRMS of the session-wise Helmert transformation parameters between VLBI solutions
obtained employing VieVS@GFZ to analyze all the IVS rapid turnaround sessions, where no non-tidal
loading, the EGLM, and the discrete loading model was applied at the observation equation level.

Tx Ty Ty Rx Ry Ry D
[mm| [mm] |[mm] [mm] [mm] [mm]| [mm]

=

no non-tidal vs. discrete 1.0 1.5 1.4 1.3 0.7 0.8 2.6
no non-tidal vs. EGLM 1.3 2.1 1.6 2.5 1.1 0.9 3.1
EGLM vs. discrete 2.9 1.1 2.0 1.9 2.8 1.4 1.8

experiment the loading effect on the related observations was simulated, but was not modelled
in the ensuing parameter adjustment. In SLR data analysis, such a setup allows to assess the
impact of the reduced amount of observations under cloudy weather conditions.

In SLR. data analysis, not accounting for NTAL or ANGL induces artificial geocenter motion
with an S, amplitude of 2.2mm and 3.9 mm, respectively (cf. Table B.0.1 and Table B.0.5).
Omitting to model non-tidal loading displacements induces seasonal variations on the scale of
the implied frame as large as 0.7mm for NTAL and 1.4mm for ANGL. The impact on the
rotation is much smaller, well below the 1 mm level. Figure 7.2.4 illustrates the time series of the
related Helmert transformation parameters. Comparing these estimates with those tabulated in
Table B.0.1 and Table B.0.5, it is clear that the application of loading models at the parameter
level and the observation equation (or NEQ) level is quite different because loading information
leaks into other parameters in the latter case. For instance, while the elements of T appear
larger for the parameter level case, seasonal scale variations are smaller. Nevertheless, the phase
of the translations and the scale are in a very good agreement (usually below 10°). The phase of
the R series can differ largely (e.g., 30° for Rx for the ANGL case). These differences could be
attributed — to a certain extend — to the 140 station network considered for the SLR simulations
carried out herein as opposed to the combined ILRS solution where it is rather rare that more
than 30 stations contribute to a weekly solution.

Comparing Fig. 7.2.4 to Fig. 7.2.5, it is apparent that the approach selected to simulate the
cloud cover induces significant changes on the implied SLR. reference frame. If potential observa-
tions are rejected based on a random function, sites with high TCC will have fewer observations
than stations with low TCC, but all coordinate estimates will be normally distributed in time.
On the other hand, accounting for instantaneous cloud cover will result in the same reduction in
the number of observations, but the remaining observations will not be evenly distributed across
meteorological conditions. This feature results in a small offset in the geocenter coordinates
(0.75mm) as well as a small scale bias (0.7 mm).
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Figure 7.2.4: The impact of not applying NTAL (left) and ANGL (right) on the implied reference frame
realized by SLR observations, expressed in terms of Helmert transformation parameters. Laser ranges
were simulated based on the temporal average of the cloud cover atop each station. In the legend, the
long-term average and the scatter of the related series is illustrated.

7.3 Impact on Earth orientation parameters

The accuracy and precision of EOPs estimated by geodetic networks largely depend upon the
station distribution, as well as the measurement accuracy. For instance, Malkin (2009) demon-
strated that the EOP quality obtained by geodetic VLBI data analysis is directly related to the
baseline vectors (length and orientation), as well as the number thereof, which — to an extent
— can be quantified by the volume V of the observing network of at least four stations, and
can be approximated by a power law opop = a VP, where o and 3 are empirically determined
constants. Based on all IVS rapid turnaround sessions that were analyzed in this work, it was
found that the accuracy of UT1 — UTC improves much faster with increasing network volume
(8 = —0.288) compared with the celestial pole coordinates (—0.354, —0.321), and terrestrial pole
coordinates (—0.405, —0.442). The VLBI network polyhedron ranges in volume from 0.027 Mm?
(08DEC23XE) to 507.731 Mm?® (14MAY27XA). Therefore it is apparent that to obtain highly ac-
curate EOPs, ramified networks must be employed. In particular, long North-South baselines
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Figure 7.2.5: The impact of not applying NTAL (left) and ANGL (right} on the implied reference frame
realized by SLR observations, expressed in terms of Helmert transformation parameters. Laser ranges
were simulated based on hourly cloud cover tensors. In the legend, the long-term average and the scatter
of the related series is shown.

increase the sensitivity to polar motion, and long East-West baselines increase the sensitivity
to UT1 — UTC. There are certainly other parameters that affect EOP quality, most of which
can be tuned during scheduling, such as the data recording rate and the source selection strat-
egy. In this work, to evaluate the impact of geophysical loading models on Earth orientation,
only global VLBI networks have been chosen. The impact of non-tidal crustal deformation on
UT1 — UTC from the so-called Intensive VLBI sessions is briefly discussed herein and in more
detail in Balidakis et al. (2019).

In this section the results of applying two non-tidal geophysical loading models at the ob-
servation equation level in VLBI data analysis with VieVS@GFZ are presented; the discrete model
(sum of NTAL and CWSL from ERAS, and NTOL from Mog2D-G), and the empirical geophys-
ical loading model EGLM (cf. Sec, 5.5).

By and large, EOP determined from VLBI should not be affected by applying or not non-
tidal loading deformation models to station coordinates, from a statistical viewpoint. The fact
that polar motion and LOD remain unaffected has also been confirmed in the analysis of GNSS
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Figure 7.3.1: The impact of the combined effect of NTAL, NTOL and CWSL on EOPs estimated in
VLBI data analysis. The differences between the EOPs obtained employing non-tidal loading and those
obtained applying no non-tidal loading models (red), the formal errors thereof (gray), and the 60-day
running median (black).

observations from a global network (collaboration with B. Ménnel). Figure 7.3.1 illustrates the
differences between EOP estimated applying the discrete model, and not applying a non-tidal
model, from the analysis of all rapid turnaround IVS sessions (2002-2018) with VieVS@GFZ. All
EOP differences exhibit noisy seasonal variations (cf. Table 7.3.1). Similar results have been
obtained by applying the EGLM at the observation level in VLBI data analysis (cf. Fig. 7.3.2).
The largest systematic difference is observed in polar motion, and especially in y,, where annual
signal of the differences reaches an amplitude of 8 pas for the discrete model, and 6 pas for EGLM.
The polar motion residuals also exhibit the largest scatter, in all cases above 10 pas. In both
polar motion components, the impact of non-tidal geophysical loading exceeds 100 ps for several
sessions. The EOP differences between applying the discrete model and EGLM are illustrated in
Fig. 7.3.3, and do not exhibit neither the large seasonals nor the scatter observed in the previous
cases (no non-tidal vs. EGLM and no non-tidal vs. discrete). Nevertheless, the fact that EGLM
cannot capture synoptic variations, excites EOP variations in all parts of the power spectrum,
some of which manifest into annual signals (e.g., for yp).

The main reason why EOPs are not significantly affected by neglecting to model non-tidal
geophysical loading is that estimating corrections to the station coordinates absorbs a large
portion of the non-tidal geophysical loading signal. However, should no station coordinates
be set up as unknowns in the geodetic adjustment, neglecting loading will introduce spurious
variations to the zenith delays and the EOPs. Even in this case, no bias is introduced because the
long-term variation is absorbed by the clock offset, and some of the high-frequency variations
are recognized as short-term H-maser instabilities. Nevertheless, the physical meaning of the
estimated parameters will be fudged.

As of this writing the publication latency with which group/phase delays and the temporal
rates thereof from 24-hour VLBI experiments, is a fortnight, on average. It is clear that for
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Figure 7.3.2: The impact of EGLM on EOPs estimated in VLBI data analysis. The differences between
the EOPs obtained employing EGLM and those obtained applying no non-tidal loading models (red),
the formal errors thereof (gray), and the 60-day running median (black). ”

Figure 7.3.3: The differences in the EOPs estimated in VLBI data analysis employing discretized loading
series developed herein and EGLM. The differences (red), the formal errors thereof (gray), and the 60-day
running median (black).
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Table 7.3.1: Seasonal amplitudes and WRMS of the post-fit residuals of the EOP differences between
applying the discrete loading model or EGLM, and not applying any non-tidal loading model, at the

observation equation level in VLBI data analysis (IVS rapid turnaround sessions spanning the period
2002-2018).

EOP Sa GSa Ssa, Gssa Sta, Gsta. WRI\/{S

6dUT1 [ps|] 038 0.03 0.07 0.03 007 0.03 0.82

6dX [pas] 1.28 031 0.97 030 077 0.30 8.94

no non-tidal vs. EGLM odY [pas] 1.13 027 030 027 1.25 0.27 8.05
0xp [pas] 3.58 041 0.77 040 196 041  10.28

Oyp [pas] 6.08 048 047 048 077 049  12.85

6dUTI [ps] 044 0.03 022 0.03 0.06 0.03 1.14

6dX [pas] 0.66 025 038 024 080 0.24 7.54

no non-tidal vs. discrete  8dY [pas] 090 025 030 025 111 025  7.72
oxp [pas] 3.83 049 1.25 048 1.63 049 1293

Oyp [pas] 7.97 0.57 1.02 056 223 057 15.68

6dUT1 [ps] 0.03 0.02 0.10 0.02 003 0.02 0.80

6dX [pas] 0.18 0.06 0.09 0.05 020 0.06 1.76

EGLM vs. discrete 6dY [pas] 0.07 005 0.26 0.05 0.09 0.05 1.80
Oxp [pas| 0.78 0.29 043 029 1.58 029 8.93

Oyp [mas| 235 030 1.36 029 1.44 030 8.88

time-critical applications such as real-time positioning where accurate UT1 — UTC information
is imperative, these data sets cannot be utilized. In addition, only three 24-hour sessions, on
average, are organized on a weekly basis by the IVS. To this end, different types of sessions
are organized to allow for low latency and more frequent UT1 — UTC updates, the so-called
Intensives (INT). These sessions usually feature a single baseline interferometer that observes for
one hour. Afterwards, within a couple of hours the data have already been correlated, and the
geodetic adjustment has already been performed. Due to this special setup, no station nor source
coordinates can be estimated, therefore any mismodelled station motion will be absorbed by other
parameters. Usually, only UT1 — UTC, troposphere (residual zenith delays and occasionally
linear horizontal gradient components), and a clock function (usually a two-state model) are
estimated. Therefore, accurate UT1 — UTC estimation is highly dependent upon the a priori
models, as there is no capability for accounting for erroneous models by setting up parameters.
To this end, source coordinates need to be accurately known — this is why only sources with fairly
small structure are scheduled for these experiments, polar motion and celestial pole offsets need
to be known precisely, atmospheric refraction has to be modelled appropriately, and of course
the driving mechanisms of station displacements (tidal and non-tidal) must be understood.
As of this writing, there are three types of publicly available IVS Intensives:

O IVS-INT1, 65% of all Intensives, featuring the baseline Kokee-Wettzell (10357.4 km, 6\ =
172.5°%)

O IVS-INT2, 19% of all Intensives, featuring the baseline Tsukuba-Wettzell (8445.0 km, 6\ =
127.2°), and

0 IVS-INTS3, 4% of all Intensives, featuring the triangle Ny-Alesund-Tsukuba-Wettzell.

Currently, Ishioka observes in lien of Tsukuba, and sometimes more than one radio telescopes
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Figure 7.3.4: VLBI stations that participated in most IVS and QUASAR Intensive VLBI sessions. In
the upper row, stations that appear in larger font have participated in more Intensives; baselines drawn
employing wider lines have been observed more during Intensives. Shown are the stations (lower left)
and baselines (lower right) that have the largest number of observations.

at Wettzell participate!. There are other publicly available Intensive sessions in addition to the
aforementioned, such as those carried out between Wettzell, MK-VLBA, and PIETOWN (XW), as well
as those carried out between AGGO and Wettzell (INT9). Figure 7.3.4 illustrates the stations and
baselines that participated in most Intensives.

There is a number of Intensive VLBI sessions that is observed outside the framework of
IVS such as the Russian network Badary-Svetloe-Zelenchukskaya (suffix XT). Observations were
carried out on a weekly basis prior to June 2012, and on a daily basis ever since. For the
period 20092017, 94 % of the sessions feature the single 4404.8 km-long interferometer Badary-
Zelenchukskaya (6 = 60.7°).

Due to the fact that INT sessions take place at the same time every day (e.g., around 18:30
for INT1), UT1 — UTC estimation is prone to mismodelled tidal effects such as tidal atmospheric
pressure loading. Figure 7.3.5 displays the tidal loading at the VLBI stations that participate in
most Intensive session, according to simulations carried out at GFZ (Dill and Dobslaw, 2013),
and at the GGFC (recommended by the IERS). All Intensives were analyzed varying the tidal
atmospheric pressure loading model, but no statistically significant differences were identified.

The landscape is slightly different when non-tidal loading models were applied in the analysis
of Intensives. Unlike the 24-hour analysis presented in this chapter, the Intensives were analyzed
with the Kalman filter module of VieVS@GFZ (Nilsson et al., 2015b, 2017b). This choice was
deliberate — over a batch least-squares adjustment — for within the IKalman filter and smoother,
the treatment of atmospheric asymmetry in the form of gradients is facilitated, with the epochwise
estimation of linear gradient components that are loosely constrained to gradients stemming from

Ly tp://cddis.gsfc.nasa.gov/pub/vlbi/ivscontrol/master??-int.txt
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Figure 7.3.5: Tidal atmospheric pressure loading at Wettzell (upper left), Kokee Park (upper middle),
Tsukuba (upper right), Ny-Alesund (lower left), Badary (lower middle), and Zelenchukskaya (lower right),
on 2019-01-01. The displacements shown have been simulated by GFZ (solid line), and GGFC (dashed
line), for the radial (blue), North-South (black), and East-West (red) coordinate component, in the CM
frame.

ray-tracing in ERA5. All sessions in the IVS? and QUASAR? archive that were identified as
Intensive have been analyzed; in total, 9530 IVS Intensives and 2301 Russian Intensives. From
the estimated dUT1 series, the seasonal harmonics have been estimated by a weighted least-
squares adjustment. Some of the estimated parameters (amplitudes, and WRMS of the post-fit
residuals) are tabulated in Table 7.3.2. It is apparent that the session type, and therefore the
orientation of the baseline (for the single baseline interferometers), and the area of the ellipsoidal
triangle (occasionally polyhedron), largely affects the quality of the estimated dUT1, as well as
the sensitivity thereof to mismodelling of mass transport. Note that the stations participating
at these sessions are subject to change, that is, not all INT1 sessions feature the Wettzell-
Kokee baseline alone. By and large, the QUASAR Intensives seem to be more sensitive to
non-tidal geophysical loading; dUT1 differences between applying or not the discrete model at
the observation equation level yields S, variations as large as 4.2 ps for the Russian Intensives,
but only 0.6 ps for the INT1 sessions that feature one of the largest baselines. However, as

2https://vlbi.gsfc.nasa.gov/output/vgosDB_IVS/
3ftp://quasar.ipa.nw.ru/pub/E0S/IAA/ngs/
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Table 7.3.2: Seasonal amplitudes and WRMS of the post-fit residuals of the dUT1 differences [ps]
between applying the discrete loading model or EGLM, and not applying any non-tidal loading model,
at the observation equation level in VLBI data analysis of Intensive sessions.

Session type S,  og,  Ssa 03, Sta 0s, WRMS

INT1 0.66 0.01 010 001 0.07 0.01 0.20
INT2 049 0.01 019 001 0.07 0.01 0.28
INT3 070 0.02 020 002 003 0.02 0.26
QUASAR 231 003 056 0.03 042 0.03 083

INT1 056 0.02 012 002 007 0.02 0.82
INT2 212 0.08 0.62 008 036 0.08 1.83
INT3 255 013 050 013 032 0.13 1.75
QUASAR 416 0.10 1.17 0.10 096 0.10  3.10

INT1 038 0.02 023 002 000 0.02 g7
INT2 1.87 008 045 0.08 030 0.08 1.80
INT3 222 012 035 013 034 0.13 1.73
QUASAR 317 010 072 010 052 010 298

no non-tidal vs. EGLM

no non-tidal vs. discrete

EGLM vs. discrete

the average uncertainty of the dUT1 estimated from the analysis with VieVS@GFZ is 10 ps, 8 s,
7ps, and 23 ps for INT1, INT2, INT3, and QUASAR Intensives, respectively, dUT1 variations
induced by non-tidal loading are below the noise floor, and cannot be characterized as statistically
significant — the average dUT1 uncertainty from modern global VLBI sessions is usually below
Hps. Furthermore, since very small non-tidal displacements are expected during the course of
an Intensive session (typically one hour long), the influence of non-tidal loading degenerates
(approximately) to a bias. The loading-induced bias in the baseline length will be — to an
extent — compensated by the baseline clock offset that has to be set up in the parameter space
of the analysis of Intensives.

While for the current accuracy level non-tidal loading does not seem to yield statistically sig-
nificant differences, in the framework of VGOS, where the coveted polar motion and UTI1 — UTC
accuracy is 7hpas and 7ps, respectively (for the ultra-rapid VLBI products), and 15 pas 1ps,
respectively (for the final VLBI products), non-tidal loading will be more important than it is
as of this writing (e.g., Nothnagel et al., 2016).

7.4 Impact on satellite orbits

The impact of mass redistribution within Earth’s fluid envelope on satellite orbits is briefly dis-
cussed. It was not assessed in the framework of this thesis. Non-tidal geophysical loading mainly
induces mm-level seasonal signals on satellite orbits. Loading-induced satellite coordinate er-
rors stem from not modelling (i) the real displacements caused by the gravitational potential
differences, and (ii) the artificial displacements caused by ignoring loading on ground stations.
According to (e.g., Dach et al., 2011; Soénica et al., 2013; Mannel et al., 2019), these variations
can reach 5mm, and for GNSS affect mainly the Z-component (S, amplitudes up to 4mm).
Miénnel et al. (2019) noted that the estimated satellite coordinate differences between accounting
or not for non-tidal loading at the observation equation level have similar spectral characteris-
tics with the degree-1 mass loading deformation coefficients. Due to the fact that neither the
Keplerian elements nor satellite coordinates are usually included in SINEX files, it is no possible
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to account for loading-induced orbit errors at the parameter level (Dach et al., 2011). The latter
highlights the need to apply for non-tidal geophysical loading at the observation equation level
in the analysis of satellite-based techniques.



8 Summary, conclusions and outlook

In this final installment of the thesis, a recapitulation of the major results is carried out. The
impetus of the work conducted herein was to address the impact of signal delay induced by
atmospheric refraction, and crustal deformation induced by geophysical loading in the analysis
of space geodetic observations. Section 8.1 recounts the main achievements, and Sec. 8.2 provides
the main conclusions that can be drawn from this work. Section 8.2.1 provides recommendations
to the TAG services involved in the realization of the Global Geodetic Reference System. On a
final note, plans for future research are also presented (Sec, 8.3).

8.1 Recapitulation
In the framework of this dissertation, a number of topics has been investigated, namely:
[ the atmospheric refraction of microwave and optical signals, and the differences thereof;

[0 the crustal deformation induced by mass redistribution within Earth’s fluid envelope in-
cluding the atmosphere, the oceans, and the continental hydrology;

[ the simulation of VLBI, SLR, GNSS, and DORIS observations within a Monte Carlo frame-
work, employing for the deterministic part ray-traced delays, geophysical loading displace-
ments, cloud cover, and for the stochastic part an atmospheric turbulence model for the
small scale refractivity fluctuations, random walks to characterize the stability of frequency
standards, and white noise;

O the analysis of real and simulated space geodetic observations employing VieVS@GFZ and
Fast Geodetic Simulation Tool (FGST), respectively, where some of the atmospheric re-
fraction and geophysical loading models were implemented.

Software has been developed ad hoc, capable of simulating observations of all space geodetic
techniques. FGST can simulate clock stability as 1-, 2-, 3-, state model, turbulent atmospheric
refraction based on ray-traced delays, as well as the thermal noise of receiver and transmitter
— wherever applicable. In addition to its capability of consistently simulating all four space
geodetic techniques, an edge of FGST over similar developments is its ability to simulate the
probability of SLR observations taking place accepting the premise that thick clouds impede laser
observations. In contrast to the time- and space-invariant SLR station performance assumed
heretofore, in this work the integrated cloud fraction from the 5 generation NWM ERA5 was
considered to determine the probability of laser ranges (later normal points) being considered
as useful observations in the SLR geodetic adjustment. FGST has two modules: (i) weighted
least-squares, batch processing and (ii) Kalman filter and smoother, recursive processing,.

A major portion of the thesis was devoted to the development of atmospheric refraction
models for all space geodetic techniques that currently contribute to the realization of terrestrial
reference systems. Ray-tracing was instrumental in investigating a number of effects such as ray-
bending, that render employing VLBI-tailored delay models to other space geodetic techniques

213
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causative of systematic biases that eventually hinder the proper reduction of space geodetic ob-
servations. Some aspects that are often overlooked in the design of a ray-tracing system such
as the radius of curvature, the orbital altitude, and ray path deviations induced by ionospheric
refraction were treated in full rigor. In addition, the derivation of the position operator of the un-
derlying refractivity tensors, as well as the refractivity itself was slightly revised to accommodate
non-ideal gas behavior. Based on these developments several mapping functions were derived,
namely the Potsdam and Berlin mapping functions, as well as the empirical model GFZ-PT.
These mapping functions are tailored for the individual frequencies, and the orbital altitudes
of the different systems’ components. The relations amongst atmospheric refraction for the dif-
ferent observing systems (VLBI, SLR, GNSS, and DORIS), the so-called atmospheric ties were
comprehensively investigated.

On a tangent, a method for homogenizing meteorological observations recorded in the vicinity
of geodetic stations based on the penalized maximal t-test was presented, as well as a method for
obtaining reliable atmospheric corrections in the absence of in situ meteorological measurements
from the model levels of NWNMs. At the time of writing, all VLBI and SLR stations are equipped
with precise meteorological sensors. While there is a number of GNSS and DORIS sensors
that enjoy this commodity, this does not apply globally. However, these sensors often suffer from
calibration issues, that will — if not treated at the instrument or the analysis level — contaminate
the geodetic results, and predominantly the station coordinates and the atmospheric delays.

A scrupulous treatment of modelling displacements induced by mass transport within Earth’s
fluid envelope has been presented. Several modelling aspects have been evaluated within the
framework of employing load Green’s kernels assuming an elastic response to all loading excita-
tions, such as oceans response to atmospheric forcing, and the Earth model on which the load
Love numbers are based. A number of geophysical fluid mass anomaly sources (atmosphere,
ocean, and hydrology) have been used, such as ECMWF’s ERA Interim and ERAS, Mog2D-G,
and GRACE. Some of the models developed herein were compared against state-of-the-art mod-
els available by established services such as from GFZ Sec. 1.3 (R. Dill and H. Dobslaw), Astrogeo
(L. Petrov), Université de Strasbourg (J.-P. Boy), and University of Luxembourg (T. van Dam).
The development of the ersatz geophysical loading model (EGLM), which is conceptually similar
to the atmospheric model GFZ-PT has also been performed.

Some of the atmospheric refraction models developed herein were evaluated within the anal-
ysis of real VLBI observations, as well as simulated observations, for all four space geodetic
techniques. A framework for dealing with undetected impurities in the meteorological data
recorded at SLR stations, as well as with atmospheric azimuthal asymmetry on the laser ranges
has been developed. The impact of alternating (i) the mapping functions amongst PMF, VMF1,
and GFZ-PT, and (ii) the barometric pressure amongst raw and homogenized in situ series rig-
orously extracted from the model levels of ERA Interim, and GFZ-PT, on VLBI data analysis
estimates was also presented. In particular, the series of the station coordinates (in the topocen-
tric system), the baseline lengths, the datum perturbation parameters, and the Earth orientation
parameters was assessed. As reliable integrated water vapour monitoring is crucial for climate
change studies, special focus was placed on the derivation of the long-term trends thereof from
real and simulated VLBI and multi-GNSS observations. The impact of alternating the mapping
functions and the meteorological data on station coordinates and the implied reference frame
was also assessed in the analysis of simulated GNSS and DORIS measurements.

The influence of some of the geophysical loading models developed in this work on the esti-
mated parameters, was assessed at the observation equation and parameter level. The evaluation
was performed with real (VieVS@QGFZ) and simulated (FGST) observations, for all four space
geodetic techniques. For the investigations where models were applied a posteriori, the contri-
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butions of IVS, ILRS, IGS, and IDS to ITRF2014 were used. Special focus was placed on the
EOPs retrieved from different VLBI sessions (IVS-R1, IVS-R4, INT1, INT2, INT3, and Russian
Intensives), and the extend to which they are affected by non-tidal loading deformation of the
observing network (or of only one baseline).

Last but not least, the multi-technique combination with local and atmospheric ties was
investigated. The input data used were (i) reduced VLBI, SLR, GNSS, and DORIS normal
equation systems (station coordinates, zenith delays, and atmospheric gradient components)
generated employing FGST, and (ii) atmospheric ties from ray-tracing. However the results of
these investigations (Balidakis et al., 2018b,a) were not included in here since this would obscure
the main thread of the analysis.

8.2 Conclusions and recommendations

In the adjustment of space geodetic observations, setting up the partial derivatives e.g., for resid-
ual zenith delays, only yields the parameters of intent in an acceptable precision provided they
are resolvable by the observation geometry and that no systematic errors remain unaccounted in
the functional model. All developments in this work were towards a better understanding of the
systematic effects induced by atmospheric refraction and geophysical loading on the parameters
estimated by space geodetic techniques. This was achieved by developing models for these effects
and applying them in the analysis of real and simulated geodetic measurements. In the following,
some of the major results obtained in this work are outlined. The interested reader is referred
to the respective chapters for details.

The quality of meteorological observations obtained in the vicinity of geodetic stations should
be guaranteed, prior to their applying for the calculation of the a priori zenith delays (all four
techniques), and for the thermal deformation. In addition to the VLBI antenna thermal deforma-
tion that was discussed herein, all space geodetic techniques are subject to thermal deformation
effects, but probably to a lesser extent; geodetic monuments and the surrounding bedrock thereof
expand and contract due to temperature changes, as well as changes in the incoming solar radia-
tion (e.g., Haas et al., 2013). To do so, an approach was proposed involving a maximal likelihood
estimator and data from the model levels of an accurate NWNM. It was found that meteorological
parameters extracted from the surface field should not be used in the analysis of space geodetic
observations because of the limited representativeness of state-of-the-art NWMs. The proposed
method to obtain pressure, temperature, and relative humidity was successful, because the dif-
ferences of the meteorological parameter series with respect to in situ observations, as well as
several NWMs are typically without a bias. Therefore, it is concluded that in the absence of
reliable in situ measurements, meteorological data rigorously extracted from the model levels of
state-of-the-art NWMs should be used instead of empirical models such as GFZ-PT as they can
capture synoptic scale weather events that closed form models will be limited to do.

A series of mapping functions were developed in this work. The Potsdam mapping func-
tions (project initiated by F. Zus), the Berlin mapping functions, and GFZ-PT are some of the
developments done in this work. It was found that under severe weather events, the linear ap-
proximation of the azimuthal delay variations does not hold, in particular for the non-hydrostatic
delay component. To this end, non-linear terms were included in the atmospheric asymmetry
ansatz. The precision of the result is such that employing ray-traced delays in lieu of PMF
together with 279 order gradient components yields differences below the noise floor provided by
the NWM. Site-dependent gradient mapping function coefficients were estimated for an equian-
gular grid of 1°, from a “global” solution of almost four decades of ERA Interim data. Employing
these gradient mapping function coefficients instead of a constant improves the precision of the
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analytical form, only marginally. Furthermore, spurious features (artificial asymmetries in e.g.,
Mariana Trench) discernible in the gradient component fields provided from Vienna (e.g., GPT3)
are not present in the developments carried out in this work. These artefacts are attributed to
the fact that gravity anomalies were consided in the derivation of the position tensor where the
refraction index tensor refers to.

A fair part of this work focused on the atmospheric ties. Regarding the inter-technique
comparison of mapping functions, an important result is that given a direction (elevation and
azimuth), the mapping factor for SLR will be smaller than the mapping factors for VLBI and
GNSS, which will be smaller than the mapping factors for DORIS. DORIS-tailored mapping
functions differ for VLBI-tailored mapping functions for two reasons: ray-bending and iono-
sphere. The gradients obtained from the VLBI, GNSS, or DORIS ray-tracing setup may be used
interchangeably. Unlike microwave gradients, optical gradients are very smooth, both spatially
and temporally as they are marginally affected by water vapour variations. Therefore, scaling
microwave gradients to obtain optical gradients is a mistake. Another important result regarding
gradient components, both linear and non-linear, is that they decrease in absolute value with
increasing height. Regarding the optical mapping functions and gradients, it was found that
both mapping factors and gradients decrease with increasing frequency, in an absolute sense. It
was proven that both hydrostatic and non-hydrostatic mapping factors depend on the height of
the receiver and transmitter, a fact previously ignored.

A number of developments was suggested to improve the quality of atmospheric, non-tidal
oceanic and hydrological loading displacements. Some of the most important is the use of
mass anomaly fields for an orography that is more finely resolved than the one provided by
the NWM of choice, by rigorously extracting the relevant parameters from the model levels of
NWMs. Alternating the Earth model based on which the load Love numbers are calculated has a
marginal effect on atmospheric loading. However, the isomorphic reference frame based on which
the loading displacements are computed has a very large impact, displacing stations up to 5mm
depending on whether the center of mass or the center of figure is considered (degree-one surface
load coefficients). The inverse barometer assumption was slightly modified, so that it is applied
to individual large basins such as the Caspian Sea. The differences with respect to applying
the inverse barometer assumption only to the global ocean were below the accuracy of the mass
anomaly fields. From all modelling options, the ocean response to atmospheric forcing is the
most impactful, especially for stations with close proximity to the ocean. The difference between
adopting the inverse barometer hypothesis and assuming a dynamic atmospheric response exceeds
e.g.., bmm for Onsala. Assuming a dynamic atmospheric response, thus considering wind effects
in addition to barometric pressure variations, in the calculation of atmospheric pressure loading,
is identical to the sum of atmospheric and non-tidal ocean loading. Hydrological loading was
simulated based on — among else — mass anomaly fields from ERA5, GLDAS, WaterGAP, and
GRACE data. The loading displacements are starkly different. One of the main reasons identified
is the simulation of groundwater, which in models such as ERAS does not take place whatsoever at
the time of writing. Moreover, some suggestions were made to render the computationally heavy
global convolution more efficient, without loss of accuracy, when the computation of geophysical
loading displacements over the entire globe is sought.

Two empirical models were derived in this thesis;: GFZ-PT and EGLM. Given the station co-
ordinates, the observing frequency, and the orbital altitude, GFZ-PT returns a number of param-
eters relevant for the computation of atmospheric refraction corrections (e.g., mapping function
coefficients, gradients components of 15' and 2" order, zenith delays), as well as other mete-
orological parameters (pressure, temperature, relative humidity, water vapour-weighted mean
temperature, and integrated water vapour). GFZ-PT features robustly estimated linear rates as
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well as annual, semi-annual, ter-annual, diurnal, semi-diurnal, and ter-diurnal harmonics for all
parameters. GFZ-PT is driven from ERA Interim (low frequencies) and ERA5 (high frequencies)
data. Given a location and an epoch, EGLM returns displacements due to non-tidal atmospheric
loading, non-tidal ocean loading, and continental water storage loading, in a topocentric system.
Unlike GFZ-PT, EGLM does not feature high-frequency displacements, but only harmonics at
the annual, semi-annual, ter-annual, and 5-year mark. EGLM also provides a linear trend that
may or may not be true, despite being precise. EGLM was forced from 39 years of equiangular
0.5° displacement fields from GFZ Sec. 1.3 (R. Dill and H. Dobslaw), that are consistently de-
rived. Furthermore, EGLM provides the two-sample Allan standard deviation that characterizes
the noise of the post-fit residuals, and is very useful for terrestrial reference frame estimation
with a Kalman filter. Both are grid- and station-based (for efficiency) and have been tested
successfully in VLBI data analysis with VieVSQGFZ. Unquestionably, if access to the discrete
series of coefficients is granted (PMF and GFZ loading displacements), they should be preferred
over these analytical models. However, both GFZ-PT and EGLM are reliable backup models.

All meteorological records of VLBI and SLR observations that were found online were homog-
enized based on rigorously extracted meteorological series from ERA Interim. Consistent offsets,
jumps, and drifts were detected in the vast majority of stations, and were corrected. The homog-
enized meteorological series were applied to the adjustment of real group delays (VieVSQGFZ),
and laser ranges to LAGEOS-1, and -2 (using EPOS-OC, by R. Konig, GFZ Sec. 1.2). Utilizing
homogenized data in VLBI data analysis, reduces the scatter of the height time series as well
as the baseline lengths (baseline length repeatability), and ensures the estimated zenith non-
hydrostatic delays are physically meaningful (no negative values, and better agreement of the
long-term trends thereof with trends from co-located GNSS stations and NWNMs). As far as the
analysis of real SLR data is concerned, it is work under progress together with R. Konig; an
excerpt of this work is that a pressure bias detected at Wettzell is responsible for discrepancies
in the velocity vector of the station.

Some mapping function developments were applied in the analysis of VLBI and SLR. data
analysis. Due to the fact that VLBI observes targets at much lower elevation angles than SLR.,
treating mapping function imperfections is more important in VLBI data analysis. This feature of
SLR observation geometry renders employing ray-traced delays in lieu of mapping functions with
linear and non-linear gradient components not necessary. The analysis with VieVSQGFZ provides
proof that PMF yields improvements in terms of baseline length repeatability with respect to
the TERS standard VMF1. In SLR analysis, so long as the temperature inserted in the IERS
standard FCULa mapping function is adequately accurate, no statistically significant differences
are discernible in the geodetic results. The last statement was confirmed also by R. Konig and
K. Sosnica' (Bernese v5.3) who validated the optical PMF computed in the framework of this
thesis. However, an improvement is found when a priori PMF gradients are supplied in SLR data
analysis and residual gradient components are estimated in terms of Earth rotation — reduction
of bias with respect to VLBI and GNSS.

According to pressure and cloud fraction fields from ERAS and MODIS, the at first intuitive
that thick cloud cover is related with low pressure, does not hold, in general. Studying the
correlation between non-tidal atmospheric loading displacements (developed herein as well as
from other established providers) and cloud cover fields, both from ERAS3, reveals no clear linear
correlation, thus suggesting that the Blue-Sky effect is not solely responsible for the scale dis-
crepancies between the weather-dependent SLR and the all-weather (mostly) VLBI. According
to the results presented herein, the scale bias induced by the weather-dependence of SLR. is no

"Wroclaw University of Environmental and Life Sciences
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larger than 1 mm, on average. However, there is another atmospheric effect that is not considered
in the analysis of laser ranges: atmospheric asymmetry. According to the results obtained in
this work, neglecting to model atmospheric gradients in SLR analysis or even to set them up
as unknowns in the least-squares adjustment, induces a virtual polewards motion of all stations
as large as 4 mm, thus introducing a scale bias in the implied reference frame at least 1.5 mm.
This can be explained by the fact that the atmosphere is on average thicker at the equator,
given an elevation angle the atmospheric delay of ranges towards the nearest pole will be slighly
smaller than the corresponding delay towards the equator; this effect is not considered when uti-
lizing symmetric (over azimuth) mapping functions. To circumvent such spurious effects, either
a priori gradients should be supplied, or gradient components should be estimated based on the
laser ranges themselves. However, the sparsity or SLR normal points especially under cloudy
conditions impedes the latter, therefore optical gradients may be estimated at daily intervals or
longer, as they do not exhibit the rapid fluctuations microwave gradients do. Utilizing meteo-
rological data from uncalibrated sensors (or sensors for which there is no information regarding
the relative position thereof with respect to the reference point of the laser telescope) induces
biases in the height component that are proportional to the size of the bias. Therefore, either
the quality of meteorological data (mainly barometric pressure) should be checked, or station-
dependent residual zenith atmospheric delays be estimated in the SLR adjustment. Moreover,
neglecting to model displacements due to non-tidal loading and atmospheric asymmetry induces
spurious geocenter motion as large as 2mm predominantly along the Z-axis, due to the uneven
interhemispheric distribution of the SLR station network, which is imperative to avoide for the
definition of the origin of modern TRFs stems solely from SLR. Therefore, it is recommended
that at least non-tidal atmospheric pressure loading be applied at the observation equation or
normal equation level, and that gradients are either estimated from the laser ranges themselves
or be introduced a priori from ray-tracing.

Currently the mapping functions used for the analysis of DORIS observations are calculated
on a setup tailored for VLBI. However, owing to the fact that all satellites that comprise the
DORIS system orbit fairly low (below 1400 km), the ray-bending effects are much smaller than for
VLBI and GNSS. Failing to account for these discrepancies, inexorably results in a height bias at
the level of 2 mm, which in turn induces issues in the datum definition in that there is an offset in
the implied origin (1.5 mm), the rotation, as well as the scale (2.2 mm). The discrepancies in the
datum perturbation parameters other than the network scale are manifestations of the imperfect
station network and the imbalance between the number of observations with latitude stemming
from the orbits’ characteristics. Ergo, if stations are simulated in e.g., a reduced Gaussian grid,
and the experiment carried out herein is repeated (change between mapping funtions for VLBI
and DORIS), only a scale bias will be visible. Regarding the ray-bending, the same applies for
laser observations to LEOs, but on account of the fact that SLR typically is not allowed to observe
below 10°, mapping function errors are not as devastating as for the microwave techniques.

IWYV trends from the analysis of decade-long real data of VLBI and GPS have been robustly
estimated and compared with ERA Interim (Balidakis et al., 2018c). Motivated from the lack
of a reference based on which TWV quality may be evaluated, VLBI and GNSS observations
were simulated based on ray-traced delays. The results indicate that employing erroneous me-
teorological data to calculate the a priori zenith delay can be compensated almost completely
following the approach suggested in Balidakis et al. (2018c). However, the influence of erroneous
mapping functions cannot be removed neither from the estimated station coordinates, nor from
the derived IWV series and the trends thereof. It was also found that the varying observation
geometry of VLBI at stations located in the Southern Hemisphere (mainly) is devastating for the
quality of the estimated gradient component trends. On the grounds that the atmospheric gra-
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dient components are correlated with the corrections in the lateral coordinate component, these
spurious gradient trends are also indicative of impurities in the estimated station velocities.

From all the non-tidal geophysical loading models developed in this work, only the results of
two being applied at the observation level were shown herein: The “discrete” model is the sum of
non-tidal atmospheric loading forced from ERAS, non-tidal ocean loading forced from Mog2D-G,
and continental water storage loading from ERA5. The other model was EGLM. It was shown
that in almost all cases the repeatability of the height series, as well as the harmonic response
of the station coordinates at the main seasonal frequencies was improved. An interesting feature
that was found was that some co-located VLBI stations (e.g., at Hobart and at Hartebeesthoek)
experience largely different harmonic motion. The scale series estimated from a 7-parameter
Helmert transformation between applying or not non-tidal loading at the observation equation
level in VLBI data analysis have a WRMS around 3 mm.

Non-tidal loading displacements were also applied (in different combinations of NTAL,
NTOL, and CWSL) at the parameter level (directly at the station coordinates) to the con-
tributions of IVS, ILRS, IGS, and IDS. On average, the S, amplitude as well as the WRMS of
the post-fit residuals from a least-squares harmonic fit on these time series, improves on average
for all combinations, for all techniques except for VLBI. The success of the non-tidal models
varies considerably across the techniques, a fact that indicates that the seasonal variations in
the time series of the services’ contribution to ITRF2014 are a manifestation of other unmodeled
effects, in addition to non-tidal loading, such as thermal bedrock expansion and antenna thermal
deformation (for VLBI). Afterwards, 7-parameter Helmert transformations were performed be-
tween the original series, and those obtained after applying the loading models developed herein.
The results support that the technique whose network is mostly affected by neglecting non-tidal
loading displacements is VLBI, and the one that is least affected is DORIS. Of course this is
expected as the VLBI station network typically consists of no more than twelve stations and
the coordinates are estimated on 24-hour basis, whereas in DORIS the station network typically
consists of no less than 45 stations and the data thereof are used to produce weekly solutions.
Combining VLBI sessions into weekly “global” solutions also reduces the impact of loading ef-
fects on the implied TRF. The harmonic coefficients of the Helmert transformation parameter
series from the different models and the different techniques were estimated and intercompared.
In addition to differences in the amplitude, differences in the phase of the related signals were
also detected, especially in Ty which is related to the degree-one surface deformation. These
discrepancies are mainly attributed to the network geometry.

The results obtained from the VLBI analysis performed in this work provide proof that EOPs
are marginally affected by geophysical loading. This was confirmed by analyzing non-intensive
sessions and Intensive sessions. It was hoped that due to the fact that station coordinates are
not estimated in the analysis of Intensive sessions, the modelling error will propagate in the
dUT1 estimation. It was found that due to the fact that non-tidal loading variation within the
course of an Intensive (one hour) are like a baseline offset, the largest part of the loading signal
is absorbed by the constant baseline clock term. The differences in all EOP (relative errors) are
well below the accuracy capabilities of the modern VLBI system. However, these differences will
become relevant in the framework of VGOS. Employing erroneous a priori zenith delays poses a
far greater concern as inhomogeneous meteorological observations induce spurious variations of
50 ps in the components of the terrestrial and celestial pole.
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8.2.1 Recommendations to relevant IAG services

The results obtained in this thesis can contribute to significant improvements in the analysis
of space geodetic techniques. In the following, the author provides a final wrap-up leading to
recommendations to the IAG services involved in the realization of the Global Geodetic Reference
System.

International DORIS Service (IDS). If observations at elevations below 7° are to be utilized,
mapping functions tailored for VLBI may not be applied (e.g., Niell mapping function, or VMF3),
as this oversight potentially induces large height- and eventually scale-related biases that depend
on the average orbital altitude. Satellite-specific mapping functions should be preferred instead,
or an orbital altitude correction scheme be adopted. While performing ray-tracing to derive
the related atmospheric delay corrections, the contribution of the ionosphere to the refraction
index should be accounted. As the low frequencies employed by the DORIS system render
the ray-trajectory deviations (including or not the influence of the ionosphere) non-negligible,
they induce artificial features coherent mainly with electron density aloft each site. Non-tidal
geophysical loading models should be applied at the observation equation level, because they
reduce the amplitude of seasonal harmonics of station position vectors, as well as the time series
scatter thereof. However, caution should be exercised so that consistent models for station-
specific (loading displacement) and satellite-specific (the so-called atmosphere and ocean de-
aliasing products) corrections are applied. Moreover, since the estimation of atmospheric delay
gradients is not feasible under poor observation geometry, in such cases gradients derived from
a ray-tracing procedure similar to the one described above should be used instead. That is,
tight absolute constraints may be imposed with respect to gradients from ray-tracing in accurate
NWNMs.

International GNSS Service (IGS). A considerable number of GNSS stations are equipped
with meteorological sensors whose data are not employed as of yet. Upon calibration, in situ
meteorological data should be used in geodetic data analysis. If not available or found unsuit-
able, meteorological data from weather models should be used instead. For real-time applications
data from high-resolution weather forecasts should be preferred in the absence of reliable in situ
meteorological data. In all cases, the use of empirical models should be avoided as they are
by definition inferior to weather model data. So long as low-elevation observations are heav-
ily down-weighed, advances in the quality of mapping functions and gradients will not affect
the geodetic results considerable. Therefore, as no statistically significant difference between
a VLBI- and a GNSS-tailored mapping function is to be expected, under these circumstances
VLBI-tailored mapping functions may continue to be used. For GNSS meteorology applications,
the water vapor-weighted mean temperature should be derived from state-of-the-art weather
model 3D fields instead of regression formulas employing surface temperature. Non-tidal geo-
physical loading models should be applied to reduce GNSS observations because by doing so
seasonal amplitudes and scatter are reduced. Due to the large number of instrumental changes
(in comparison to the other geodetic techniques mentioned in this section), applying non-tidal
loading models will facilitate the detection of breakpoints and reduce the required observing
time (typically three years) to obtain a reliable tectonic velocity. Moreover, so long as Keplerian
elements of the related satellite orbits are typically pre-eliminated and are thus not included
in the related SINEX files, it is not possible to account for the impact of non-tidal loading on
satellite orbits at any stage later than the observation equations. Therefore, if the application
of non-tidal loading to satellite-based techniques is intended, it should be carried out at the
observation equation level.

International Laser Ranging Service (ILRS). In SLR/LLR data analysis, no atmospheric
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delay parameters are usually estimated, which implies that modelling shortcomings propagate
to other parameters, mainly the station coordinates, as well as other parameters such as the
range biases. Since it is difficult to estimate gradients from the laser observations, it is recom-
mended to use a priori gradients from weather models as by doing so a lateral station coordinate
bias pointing opposite from the average atmospheric gradient vector is avoided, as well as an
artificial bias in the SLR scale and Z-component translation. The application of gradients is en-
couraged in LLR as there is a very limited elevation-azimuth range for all possible lunar targets
(apolloll, apollol4, apollolb, lunal7, and luna2l), thus introducing spurious biases. The
meteorological sensors in all SLR stations should be homogenized as erroneous pressure records
result in height and velocity biases. As no laser observations are carried out at low elevation
angles, SLR will probably not benefit appreciably from more accurate mapping functions. In the
current setting (no low elevation observations and no estimation of residual atmospheric delays),
mapping function separation to hydrostatic and non-hydrostatic (or dry and wet) is unnecessary.
The application of non-tidal loading models improves SLR coordinate solutions, as the Blue-Sky
effect is treated, thus is recommended. In simulation studies for new SLR observatories, the
time-dependent 3D cloud cover (or at least site-specific long-term average) should be considered
as otherwise conclusions will be unrealistic and unreliable.

International VLBI Service for Geodesy and Astrometry (IVS). As the VLBI archive includes
a considerable number of low elevation observations, VLBI probably benefits the most from
advanced mapping functions, and is also susceptible to elevation-dependent modelling errors
(e.g., gravitational and thermal deformation of radio telescopes). A consensus should be reached
on the use of meteorological data as the IVS meteorological database is rife with inhomogeneities
(mainly jumps and outliers). If not, data from weather models should be used instead, as there
is no considerable difference because of the high quality of the state-of-the-art weather models.
Due to the fact that the observation geometry in sessions where the station network is limited
(e.g., Intensives, regional, K-band, and early era), employing a priori gradients from ray-tracing in
weather models should be considered in lieu of estimating gradients from the group delays. While
the application of non-tidal atmospheric pressure loading is accepted in the VLBI community,
strides should be made towards accounting for displacements induced by mass variations of the
entire fluid envelope, that is including oceans and continental hydrology. Applying or not non-
tidal loading models affects the estimation of Earth orientation parameters; however, the induced
differences are not statistically significant for the present-day system, they will be for VGOS,
thus non-tidal loading should be accounted at the observation equation level, and not as late as
the parameter level.

Meteorological data. Tt is recommended to utilize in situ meteorological observations pro-
vided (i) sensors are calibrated, and (ii) the relative position between the reference points of the
meteorological sensor and the geodetic instrument is known at all times and taken into account.
If there is either no co-located meteorological sensor, or the sensor is not calibrated, or the vector
between meteorological sensor and geodetic instrument is not known to the cm-level, meteorolog-
ical data from the model (or pressure) levels of state-of-the-art high spatio-temporal resolution
NWNMs (e.g., ERA5 and MERRAZ2) may be applied instead. For time-critical applications, high-
resolution, short-term weather forecasts (e.g., GFS) should be preferred over empirical models
(e.g., GPT3 or GFZ-PT), as the latter cannot capture synoptic weather changes. The author
maintains a database of homogenized meteorological data (pressure, temperature, humidity) nec-
essary for geodetic processing for the geodetic VLBI, GNSS, SLR, and DORIS systems. For sites
without a meteorological sensor, the database contains meteorological data rigorously extracted
from the model levels of ERAS.
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8.3 Future research

Provided solid theoretical background, atmospheric refraction and geophysical loading models
can only be as good as the underlying NWNMs. Since the models derived herein are precise, the
related corrections will only get better, so long as the related NWMs become more accurate.

A consistent pressure bias (2hPa) was detected in all stations that comprize the VLBA. It
would be illuminating to assess its influence on parameters that are derived simultaneously for
other VLBI networks, such as in CONT17.

Reduced ray-bending with decreasing orbital altitude could have implications to differential
VLBI (D-VLBI) in the scenario that the observing schedule suggests alternating observations
between low Earth orbiting satellites and quasars (e.g., Anderson et al., 2018). The results
acquired from the DORIS simulations justify an assessment. Similar to DORIS, the modelling
errors will contaminate other parameters in addition to the stations’ height due to imperfect
observation geometry.

In some cases (large non-linear atmospheric refraction asymmetries), a fixed term in the
gradient mapping function expansion does not capture correctly the elevation dependence of
the asymmetric delay. A remedy to that is the estimation of a station- and time-dependent
coefficient, as was already presented in this work. However, due to the fact that the gradient
components are very much correlated with the value of this coefficient, the time series of the
gradient components are inhomogeneous, and in addition comparisons between different sites
become a fairly intricate problem. To this end, further investigations towards a scientifically
sound and at the same time efficient solution will be carried out.

At the time of writing, the fully fledged PMF (including non-linear azimuthal variations)
driven from ECMWF operational analysis (IFS-Cy45rl, 9km) is the standard component of the
VLBI analysis software VieVSQGFZ, for operational purposes, and a PMF derived from ERAS
data may be used for reprocessing projects. Due to the fact that the online detection of inho-
mogeneities is extremely difficult as the expected offsets are usually smaller than the scatter of
the differences between in situ measurements and data rigorously extracted from state-of-the-art
NWNMs, the concept of total mapping functions will be explored driven from hourly data (or even
sub-hourly from an own run with the Weather Research and Forecasting model, WRF). When
total mapping functions are considered a single site-and-weather-dependent obliquity factor is
used to project both hydrostatic and non-hydrostatic zenith delays to the direction of each ob-
servation; thus, any relatively small errors in the a priori delays should be completely absorbed
by the residual tropospheric parameter estimates. The proof of that concept is provided in the
analysis of simulated SLR data with a bias.

While small-scale loads unresolvable by GRACE/GRACE-FO can be obtained from mass
anomalies from NWNMs, most state-of-the-art NWMs provide information only up to the depth of
3 m, which may be obtained by GRACE data. Therefore, the accuracy of loading displacements
would increase with the assimilation of GRACE and GRACE-FO data into hydrological models
(e.g., Karegar et al., 2018), which is still at an experimental phase. An issue where recently
light was cast upon is the proper georeferencing of water mass that lies within river channels
that is partly skewed due to the finite representativeness or the underlying models (Dill et al.,
2018). Addressing this issue would definitely improve the fidelity of the simulated continental
water storage loading displacements. Moreover, phase differences between the ITRF2014 time
series analyzed and non-tidal deformation suggest that a purely elastic Earth model might not
be a sound approximation due to spatial variations of the upper-mantle rheology. Therefore,
performing the global convolution sum utilizing load Love numbers for an anisotropic viscoelastic
Earth model (e.g., Pagiatakis, 1990) might be capable of producing non-tidal models with a better
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agreement to the observed station position variations.

In the framework of VGOS, to achieve the coveted increase in the number of observations
by an order of magnitude, the VLBI scan duration will be considerably shorter compared to
what is carried out heretofore. This aspect will inescapably highlight the impact of atmospheric
turbulence on the related observations. Coupled with the smaller SNR mainly due to the smaller
size of the observing radio telescopes, VLBI data analysis would benefit from a proper treatment
of the stochastic variability of the measurements. It is intended that the experience obtained
during this work dealing with atmospheric refraction put to use for the derivation of site- and
time-dependent atmospheric turbulence parameters.

A review of the deterministic model of space geodetic techniques that rely on clock stability
reveals that the current way of estimating clock parameters is responsible for on the one hand
absorbing portion of unmodeled station-dependent biases, but on the other hand masking im-
portant information about the station movement and the water vapour distribution aloft the
stations, among else. The fact that the nominal active Hydrogen maser stability and the high-
frequency clock function variations differ considerably in the vast majority of stations prompt
further investigations in this direction.

It has been shown that not properly accounting for geophysical loading, azimuthal atmo-
spheric asymmetries, and the zenith delay are capable of inducing a scale bias in SLR data
analysis. However, these effects cannot explain the 1.374 ppb bias in ITRF2014. Other elevation
dependent effects in VLBI may stem from the gravitational deformation (e.g., Nothnagel et al.,
2019; Losler et al., 2019), for which no treatment is applied in most stations whatsoever, so far.
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Figure A.0.1: The period at which the PSD from simulated displacements induced by NTAL (left),
NTOL (middle), CWSL (right), in the radial (15* row), North-South (2" row), and East-West (3™ row)
coordinate component is maximized. Note the different color scales.
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Figure A.0.2: The phase of the simulated displacements induced by NTAL at S, (1** column), S, (27
column), and S;, (3™ column) frequencies, at the radial (1°* row), North-South (2" row) and East-West
(3™ row) coordinate component.
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Figure A.0.3: The phase of the simulated displacements induced by NTOL at S, (1*" column), Sga (Z“d

column), and S, (3™ column) frequencies, at the radial (15* row), North-South (2" row) and East-West
(3™ row) coordinate component.
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Figure A.0.4: The phase of the simulated displacements induced by CWSL at S, (1" column), Ss. (274
column), and S, (3™ column) frequencies, at the radial (1%* row), North-South (279 row) and East-West
(3™ row) coordinate component.



B Impact of loading displacements on TRFs

The following graphs illustrate the time series of the differential scale factor between the official
contribution of the IVS, ILRS, IGS, and IDS to ITRF2014 and applying the geophysical loading
models developed in Chapter 5 at the parameter level. The scale estimates stem from (7.2.1).
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Figure B.0.1: The impact of non-tidal atmospheric pressure loading effects on the scale of the implied
reference frame of the networks of IVS (upper-left), ILRS (upper-right}, IGS (lower-left) and IDS (lower-
right). The colorbars indicate the number of stations.

250



107 T T T T [ T T T T
: i 16
8F- B a0
(18 5 ! 14 3
: : 4 25
£ “i
E 10 S Sk 2 o adil P4
8 : vt aper il e F
© © 7
5 B b
o o 15
_4}-
6
& SR &
; 4
8 it -8
_Ioi H H H H L H T H H H H H L
1880 1985 1880 1985 2000 2005 2010 2015 1885 1980 1985 2000 2005 2010 2015
10— T T T : 10— T T T T 54
8 500 8l 52
& 550 &l 50
500
4 4 48

Scale factor [mm]
(=2

%] £
s 8
Seale factor [mm]
#
-
-
. A
&
. e
b *
5 ;:ﬂ 3
3
8 £

sl 200 - N A S O
) 250 : i i i

» 7 O S S - M
200

- & i
150 6

_i0 10 i i i i i

1995 2000 2005 2010 2015 1895 2000 2005 2010 2015

Figure B.0.2: The impact of non-tidal ocean loading effects on the scale of the implied reference frame
of the networks of IVS (upper-left), ILRS (upper-right), IGS (lower-left) and IDS (lower-right). The
colorbars indicate the number of stations.
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Figure B.0.3: The impact of continental water storage loading effects on the scale of the implied reference
frame of the networks of IVS (upper-left), ILRS (upper-right), IGS (lower-left) and IDS (lower-right).
The colorbars indicate the number of stations.
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Figure B.0.4: The impact of the combined effect of non-tidal atmospheric pressure loading and continen-
tal water storage loading on the scale of the implied reference frame of the networks of IVS (upper-left),
ILRS (upper-right), IGS (lower-left) and IDS (lower-right). The colorbars indicate the number of stations.



The following tables present the estimates of the Helmert transformation (7.2.1) between the
official contribution of the IVS, ILRS, IGS, and IDS to ITRF2014 and applying the geophysical

loading models developed in Chapter 5 at the parameter level.

Table B.0.1: The bias, temporal rate, scatter, annual amplitude and phase, as well as the WRMS of the
post-fit residuals from the estimates of the 7- and 14-parameter similarity transformations employing the
NTAL model developed in Chapter 5, and the station coordinates and the covariance matrices thereof
assimilated into ITRF2014. Standard SINEX notation was used: R for VLBI, L for SLR, P for GNSS,
and D for DORIS.

é Bias Rate Scatter S, amplitude S, phase WRMS
[mm] [mmdec |  [mm] [mm] [°] [mm]
R -0.1 0.1 3.2 0.6 99.6 1.2
Ty L -01 -0.0 1.8 0.5 95.9 1.0
X P 00 -0.0 0.1 0.0 176.9 0.1
D -01 -0.0 0.8 0.4 102.1 0.6
R -02 0.1 3.5 1.6 90.7 1.4
. L 01 0.0 1.9 1.6 86.1 1.0
Y P 00 0.0 0.1 0.0 91.2 0.1
D -01 0.0 1.5 1.5 90.8 0.8
R -0.1 0.1 3.2 1.6 97.7 1.5
r, L 01 -0.0 2.0 1.9 98.9 1.2
Zp 00 -0.0 1.1 0.7 97.3 0.6
D -01 -0.0 1.8 1.3 97.9 1.2
R 00 0.1 3.5 0.3 -106.0 1.2
R, L 00 0.0 0.5 0.4 91.8 0.3
X P 00 -0.0 0.1 0.1 -84.2 0.1
D 00 -0.0 0.1 0.1 -89.3 0.1
R -00 0.0 2.9 0.1 111.0 0.9
R L 01 0.0 0.8 0.0 91.6 0.5
Y P 00 -0.0 0.1 0.0 111.7 0.1
D -00 -0.0 0.1 0.0 84.3 0.1
R 00 0.0 2.1 0.0 139.8 0.7
R, L 00 0.0 0.4 0.2 -79.0 0.3
P 00 -0.0 0.3 0.2 -87.1 0.1
D 00 -0.0 0.1 0.0 101.5 0.1
R 0.1 0.1 1.8 0.4 -129.7 1.1
p L 00 0.1 1.0 0.2 141.2 0.7
P 01 -0.0 0.8 0.1 -167.3 0.5
D -00 0.0 0.5 0.1 -29.0 0.3
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Table B.0.2: The bias, temporal rate, scatter, annual amplitude and phase, as well as the WRMS of the
post-fit residuals from the estimates of the 7- and 14-parameter similarity transformations employing the
NTOL model developed in Chapter 5, and the station coordinates and the covariance matrices thereof
assimilated into ITRF2014. Standard SINEX notation was used: R for VLBI, L for SLR, P for GNSS,
and D for DORIS.

P Bias Rate Scatter S, amplitude S, phase WRMS
[mm] |[mmdec |  [mm] [mm] [°] [mm|
R 00 0.1 2.3 1.0 78.2 1.5
T L -00 0.1 1.9 1.1 66.6 1.3
P00 -0.0 0.2 0.0 70.8 0.1
D 01 -0.1 1.7 0.7 72.9 1.3
R 00 -0.0 1.6 0.3 102.2 1.1
T L 01 -0.1 1.2 0.3 90.9 1.0
Y P 00 0.0 0.1 0.0 -50.5 0.1
D 00 -0.1 1.2 0.2 107.9 1.0
R -0.0 0.1 1.6 0.2 90.8 1.2
T L -00 0.2 1.1 0.3 97.9 1.1
2P 00 0.0 0.8 0.0 -122.5 0.5
D 00 0.3 1.3 0.2 99.9 1.1
R 00 0.0 1.2 0.1 -110.9 0.6
R L 00 0.0 0.2 0.1 -127.5 0.1
~ P -00 0.0 0.1 0.0 -93.8 0.1
D 00 0.0 0.1 0.0 -79.0 0.0
R 00 -0.0 1.2 0.1 60.6 0.7
Re L -00 -0.0 0.4 0.1 70.2 0.2
Y P 00 -0.0 0.2 0.0 78.4 0.1
D -00 -0.0 0.1 0.0 -141.1 0.0
R -0.0 0.0 0.7 0.1 82.3 0.5
R L 00 0.0 0.2 0.0 -74.0 0.1
2P 00 0.0 0.5 0.0 -61.2 0.2
D -00 0.0 0.1 0.0 51.7 0.0
R -0.0 0.0 0.6 0.1 95.6 0.4
D L -01 0.0 0.3 0.1 112.9 0.2
P -0.0 0.1 0.5 0.1 90.5 0.3
D -00 0.0 0.3 0.1 67.8 0.2




Table B.0.3: The bias, temporal rate, scatter, annual amplitude and phase, as well as the WRMS of the
post-fit residuals from the estimates of the 7- and 14-parameter similarity transformations employing the
CWSL model developed in Chapter 5, and the station coordinates and the covariance matrices thereof
assimilated into ITRF2014. Standard SINEX notation was used: R for VLBI, L for SLR, P for GNSS,
and D for DORIS.

é Bias Rate Scatter S, amplitude S, phase WRMS
[mm] [mmdec |  [mm] [mm] [°] [mm]
R -0.3 0.3 3.1 1.8 17.3 1.0
r. L 01 0.5 2.1 2.4 24.1 1.0
X P 00 0.0 0.1 0.0 44.6 0.1
D 02 0.1 1.2 1.2 15.7 0.8
R -0.1 0.1 3.3 1.0 169.3 1.3
. L 01 0.0 1.9 1.8 ~178.0 1.2
Y P 00 0.0 0.1 0.0 13.6 0.1
D 01 0.1 1.5 1.5 178.3 1.0
R -0.1 0.1 2.9 1.6 24.1 0.8
r, L 00 0.2 1.3 1.5 25.5 0.6
Z p 01 0.0 0.5 0.4 33.1 0.3
D 02 0.1 1.3 1.5 16.9 0.6
R 0.0 0.2 3.0 0.5 -152.6 1.1
Ry L -01 0.0 0.4 0.0 73.9 0.3
P00 0.0 0.1 0.0 153.8 0.1
D 00 0.0 0.1 0.0 1316 0.1
R 0.0 0.2 2.5 0.4 7.7 0.8
Ry L 00 0.2 0.7 7 29.0 0.4
P 00 0.0 0.2 0.2 11.6 0.1
D -00 0.0 0.1 0.0 171.7 0.1
R 0.1 0.1 1.7 0.2 6.7 0.6
R, L 00 0.1 0.4 0.2 42.6 0.3
2 p 01 0.2 0.4 0.3 2.0 0.2
D 00 0.0 0.1 0.0 18.0 0.1
R 00 0.1 2.1 1.5 26.0 1.0
p L 04 0.0 1.1 1.1 16.0 0.7
P 02 0.5 1.5 1.4 19.0 0.6
D 0.1 0.2 0.3 0.2 25.1 0.3
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Table B.0.4: The bias, temporal rate, scatter, anmial amplitude and phase, as well as the WRMS of
the post-fit residuals from the estimates of the 7- and 14-parameter similarity transformations employing
the NTAL and C'WSL models developed in Chapter 5, and the station coordinates and the covariance
matrices thereof assimilated into ITRF2014. Standard SINEX notation was used: R for VLBI, L for
SLR, P for GNSS, and D for DORIS.

P Bias Rate Scatter S, amplitude S, phase WRMS
[mm] |[mmdec |  [mm] [mm] [°] [mm|
R -0.3 0.2 4.5 1.9 33.5 1.4
Te L -02 0.5 2.8 2.3 36.2 1.6
Xop 0.0 -0.0 0.2 0.0 -63.7 0.1
D 02 -0.1 1.4 1.3 36.5 1.0
R -02 -0.1 5.0 2.3 121.2 1.8
To L -01 0.0 2.6 2.4 138.4 1.5
Y P 00 0.0 0.2 0.1 51.6 0.1
D -0.1 -0.2 2.2 2.3 134.0 1.2
R -0.1 -0.2 4.9 2.4 62.3 1.8
T L 01 -0.2 2.6 2.6 68.1 1.5
2P 01 0.0 1.3 1.0 78.9 0.7
D 00 -0.0 2.3 2.1 53.3 1.6
R -0.0 -0.1 4.7 0.6 -109.8 1.1
R L -01 0.0 0.6 0.3 -81.1 0.4
- P 0.0 0.0 0.2 0.1 -108.4 0.1
D 00 -0.0 0.1 0.1 -96.4 0.1
R -0.0 0.1 3.7 0.4 23.3 1.1
Ry L -00 0.2 1.0 0.5 26.1 0.7
P -00 0.0 0.2 0.2 20.5 0.1
D -00 0.0 0.1 0.0 121.8 0.1
R 0.1 0.1 2.4 0.2 19.1 0.9
R L 00 0.1 0.6 0.3 -55.8 0.4
2. p 01 0.2 0.5 0.4 -36.3 0.3
D 00 -0.0 0.1 0.1 50.6 0.1
R -0.0 -0.1 2.7 0.9 12.2 1.5
D L -04 -0.2 1.4 0.8 35.3 1.0
P -03 0.5 1.6 1.3 19.2 0.8
D -0.1 0.2 0.6 0.3 0.3 0.5




Table B.0.5: The bias, temporal rate, scatter, annual amplitude and phase, as well as the WRMS of the
post-fit residuals from the estimates of the 7- and 14-parameter similarity transformations employing the
NTAL, NTOL, and CWSL models developed in Chapter 5, and the station coordinates and the covariance
matrices thereof assimilated into [TRF2014. Standard SINEX notation was used: R for VLBI, L for SLR,
P for GNSS, and D for DORIS.

é Bias Rate Scatter S, amplitude S, phase WRMS
[mm] [mmdec |  [mm] [mm] [°] [mm]
R -02 0.3 5.5 2.5 48.0 2.4
T L -0.1 0.6 3.8 3.2 47.8 2.4
X p 0.0 -0.0 0.3 0.0 55.3 0.2
D 03 -0.1 2.5 2.0 53.7 1.9
R -0.1 -0.1 5.6 2.5 120.4 2.2
To L 0.1 -0.0 2.9 2.7 133.7 1.9
Y P -00 0.0 0.3 0.1 51.9 0.1
D 00 -0.4 2.6 2.5 130.8 1.7
R -0.1 -0.0 5.2 2.5 63.8 2.2
T L 01 -0.1 3.0 3.0 T2.7 1.9
2P -01 0.0 1.5 0.9 80.3 1.0
D 01 0.3 2.8 2.2 60.1 2.1
R -0.0 -0.1 5.1 0.6 -108.0 1.2
R L -00 0.0 0.6 0.4 -90.2 0.5
~ P 0.0 0.0 0.3 0.1 -105.2 0.1
D 00 -0.0 0.2 0.1 -96.2 0.1
R -0.0 0.1 4.0 0.4 24.2 1.3
Ry L -00 0.2 1.2 0.7 36.6 0.7
P -0.0 0.0 0.3 0.2 30.8 0.2
D -00 0.0 0.1 0.0 124.4 0.1
R 0.0 0.1 2.7 0.2 32.3 0.9
R L 00 0.2 0.7 0.4 -57.1 0.5
2 p 01 0.3 0.8 0.4 -38.0 0.4
D 00 -0.0 0.2 0.1 50.3 0.1
R -0.0 -0.1 2.8 1.0 22.0 1.8
D L -04 -0.2 1.4 0.8 42.4 1.2
P -02 0.6 1.7 1.4 24.7 0.9
D -0.1 0.2 0.7 0.3 21.6 0.6
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