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Abstract

Applications such as Intelligent Transportation Systems (ITS) heavily rely on the continuous availability

of Position, Navigation and Timing (PNT) information in order to guarantee the safety of the users. This

goal depends largely on the availability of Global Navigation Satellite Systems (GNSS) signals. However,

it is well known that although GNSS represents a fairly continuous and time stable source of information

for the localization, its performance is degraded in urban areas. To overcome the weakness of the GNSS

standalone solution, the GNSS measurements are fused with measurements carried out with additional

sensors, that increase the awareness of the ego vehicle with respect to the elements of the environment. The

development of Vehicle to Everything (V2X) communication protocols enable the expansion of the principle

of multi-sensor estimation to multi-vehicle approaches, giving birth to Collaborative Positioning (CP). CP

is a network-based navigation technique, that is potentially suitable to increase the performance of the

navigation solution, and the robustness against outliers and sensor failures.

The concept of CP resembles a geodetic network in which the nodes (vehicles) are moving. Thus, as in the

case of geodetic static networks, the purpose of this thesis is to aid the understanding of the dynamic network

sensitivity with respect to changes in its geometry, changes in the motion of the objects, or changes in the

observations. Later, the findings can be used in order to determine the steps to follow in order to achieve

an optimum solution. For this purpose, a simulation framework is designed, suitable to cost-effectively

reproduce a wide range of collaborative scenarios. In this simulation framework, the measurements carried

out with sensors mounted in different vehicles are fused in a Collaborative Extended Kalman Filter (C-EKF)

in which the state parameters of all vehicles are simultaneously estimated. Then, the performance of the

C-EKF is evaluated in different simulated scenarios, designed in order to highlight the most representative

features of the estimation. In particular, the performance of the filter is evaluated by means of Monte

Carlo (MC) simulations with different execution strategies, namely localization, localization with landmark

uncertainty and SLAM. Then, the response of the estimation to changes in the sensor architecture and sensor

measurement quality (changing geometries and observations) is evaluated. Also, the challenges that arise

from the changing vehicle dynamics in the estimation are assessed, identifying the most vulnerable situations

given a certain selected filter configuration, and establishing strategies that enable the identification of the

processing parameters that maximize the performance of the filter.

Finally, the benefits of CP with respect to single vehicle approaches are explored. The initial assumptions

are validated in a ten-vehicle collaborative scenario, analyzing the results both, locally (individual nodes)

and globally (the whole network). In the local evaluation, the significant advantages of C-EKF obtained in

vehicles that are individually equipped with disadvantageous sensor architectures are obtained at the cost

of the vehicles with supportive sensor architectures, particularly in dynamic networks involving low number

of vehicles. Finally, the global test results illustrate the beneficial outcome of CP techniques with respect to

single vehicle approaches.

Keywords: Collaborative Navigation, Dynamic Network Optimization, (Collaborative) Extended Kalman

Filter, Simulation Framework, Monte Carlo Simulation, Localization, SLAM, Multi-Sensor Fusion.
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Kurzfassung

Verkehrstelematik (engl. Intelligent Transportation Systems (ITS)) und ähnliche Anwendungen sind in ho-

hem Maße auf die kontinuierliche Verfügbarkeit von Positions-, Navigations- und Zeitinformationen (PNT)

angewiesen, um die Sicherheit der Benutzer zu gewährleisten. Dieses Ziel hängt entscheidend von der

Verfügbarkeit von Signalen eines globalen Navigationssatellitensystem (GNSS) ab. Während GNSS im All-

gemeinen eine vergleichungsweise kontinuierliche und zeitstabile Informationsquelle für die Lokalisierung

darstellt, ist jedoch bekannt, dass die Verfügbarkeit in städtischen Gebieten beeinträchtigt ist. Um die

Fehleranfälligkeit der alleinstehenden GNSS-Lösung zu minimieren, werden die GNSS-Informationen mit

Messungen zusätzlicher Sensoren kombiniert, wodurch die Wahrnehmung der Umgebung des Fahrzeugs

verbessert wird. Neuerdings ermöglicht die Entwicklung von Vehicle to Everything (V2X) Kommunika-

tionsprotokollen die Ausweitung des Prinzips der Multisensorschätzung auf Ansätze für mehrere Fahrzeuge,

wodurch der Forschungsbereich der kollaborativen Positionierung (CP) begründet ist. CP ist ein netzwerk-

basierter Navigationsansatz, der möglicherweise geeignet ist, die Performanz der Navigationslösung und die

Robustheit gegen Ausreißer oder Sensorausfälle zu steigern.

Das Konzept von Collaborative Positioning (CP) ähnelt einem geodätischen Netzwerk, in dem sich die

Knoten (Fahrzeuge) bewegen. Ähnlich wie bei statischen geodätischen Netzwerken ist deshalb das Ziel

dieser Arbeit die Reaktion des dynamischen Netzwerks auf Änderungen seiner Geometrie, der Bewegung

der Objekte oder der Beobachtungen zu verstehen. Später können die Ergebnisse verwendet werden, um

die Schritte zu bestimmen, die zu befolgen sind, um eine optimale Lösung zu erreichen. Zu diesem Zweck,

wird ein eigenes Simulationsframework entwickelt. In diesem Framework werden die Sensormessungen ver-

schiedener Fahrzeuge in einem kollaborativen erweiterten Kalman-Filter (C-EKF) zusammengeführt, der

gleichzeitig die Zustandsparameter jedes Fahrzeugs schätzt. Anschließend wird die Leistung des C-EKF in

verschiedenen simulierten Szenarien, untersucht die so erstellt wurden, dass die repräsentativsten Eigen-

schaften der Positionsschätzung hervorgehoben werden. Anschließend wird die Reaktion der berechneten

Lösung auf Änderungen der Sensorarchitektur und der Sensormessqualität (Änderungen der Geometrien

und der Beobachtungen) bewertet. Des Weiteren werden die Herausforderungen untersucht, die sich aus der

sich ändernden Fahrzeugdynamik bei der Lösungsberechnung ergeben. Dabei werden bei einer festgelegten

Filterkonfiguration die fehleranfälligsten Situationen ermittelt und Strategien ausgewählt, mit denen die

Parameter identifiziert werden können, die die Performanz des Filters maximieren.

Schließlich werden die Vorteile von CP im Vergleich zu Ansätzen basierend auf einzelnen Fahrzeugen un-

tersucht. Durch dieses Experiment werden die anfänglichen Annahmen validiert und die Ergebnisse sowohl

lokal (einzelne Knoten) als auch global (das gesamte Netzwerk) analysiert. Bei der lokalen Evaluierung

werden signifikante Vorteile des C-EKF in Fahrzeugen erzielt, die mit nachteiligen Sensorarchitekturen

aufweisen. Dies geschieht jedoch zum Nachteil der Fahrzeuge, die vorteilhafte Sensorarchitekturen aus-

gestattet sind, und gilt insbesondere für dynamische Netzwerke mit einer geringen Anzahl an Fahrzeugen.

Die globalen Evaluationsergebnisse hingegen veranschaulichen den Vorteil von CP-Techniken im Vergleich

zu Einzelfahrzeugansätzen.

Keywords: Kollaborative Navigation, dynamische Netzwerkoptimierung, (kollaborativer) erweiterter

Kalman-Filter, Monte-Carlo-Simulation, Lokalisierung, SLAM, Multisensor-Fusion.
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1

1 Introduction

1.1 Motivation and Research Questions

In recent years, the importance and scope of continuous Position, Navigation and Timing (PNT)

information has increased significantly. Applications such as Intelligent Transportation Systems

(ITS), Advanced Driver Assistance Systems (ADAS), pedestrian/ground/maritime/aerial-based

navigation or Location-Based Services (LBS) are some of the multiple examples that rely on the

continuous PNT information to ensure the safety of the user. The scope of this thesis is focused in

particular on land-based navigation. In this matter, GNSS -space-based PNT- is the primary source

to obtain continuous position, velocity and timing solutions globally, and it can be strengthened

by Ground and/or Space-Based Augmentation Systems (GBAS and SBAS). However, GNSS-only

solutions are rather fragile and require an open-sky view to achieve the highest performance. Other-

wise, the solution obtained is degraded or unavailable, especially in urban environments, tunnels,

car parks, and in relevant indoor applications (e.g. teams of firefighters). Multi-GNSS, differential

GNSS or Precise Point Positioning (PPP) method can be used to increase the performance, but

the performance is yet vulnerable to diffraction, interference and/or multipath. For this reason, it

is not sufficient to rely on GNSS-only method, particularly for real-time critical applications, such

as ADAS.

In order to overcome these shortcomings, the GNSS measurements are coupled with additional

proprioceptive sensors (able to measure the values internal to the system, such as Inertial Mea-

surement Unit (IMU)) or exteroceptive sensors (acquire information from the environment, like

e.g. laser scanner, odometer, monocular or stereo cameras, radar, etc.) using so-called multi-sensor

fusion techniques. The multi-sensor combinations not only lead in general to an enhancement of

the navigation solution, but they increase the capabilities of the system in the geospatial data

acquisition as well.

Moreover, the global civilian necessities require a higher amount of transportation of person-

nel and goods every year, with consequences at personal (safety), economical and environmental

(increasing CO2 emissions) levels (Papdimitratos et al., 2009). In the year 2018, Germany reg-

istered an annual mileage of 735 billions of kilometers covered by road itineraries. From the total

amount, approx. 85% are carried out with passenger cars (Kraftfahrt-Bundesamt, 2018), thus

the expanding interest in the development of technologies that improve safety, efficiency (conges-

tion level reduction) and mobility. In the scope of this paradigm, the term ITS was born, which

comprises all the new technologies designed in order to aid and warn drivers about potentially

hazardous events, and ultimately, turn them into mere task supervisors. It is here where the pre-
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viously mentioned multi-sensor solutions are crucial factors to enlarge the awareness of the agents

and favor the connectivity between them. Geo-spatial information (maps) is considered the main

infrastructure of the modern Information Technology (IT) world and enables the global finding and

locating of individuals or devices.

With the release of intelligent vehicles, the exchange of information between the agents in a

navigation scenario becomes crucial. For example, two vehicles approaching an intersection can

modify their behavior in order to adapt to eachother’s maneuver. If this idea is expanded to

groups of vehicles, the optimization of the outcome would result not only in a much more efficient

traffic flow, but also prevent possible collisions. In addition, the capacities of the aided vehicle

can be enhanced by sharing information from an aiding vehicle in better geometrical or visibility

conditions (Berefelt et al., 2004; de Ponte-Müller et al., 2016). In this context, the

coordination between agents is achieved by establishing a communication scheme with the different

elements liable to interfere with the traffic by using the so-called Vehicle to Everything (V2X)

communication architecture (5GAA, 2016). This definition incorporates other more specific types

of communication. Vehicle to Infrastructure (V2I) transfers information between vehicles and

elements of the environment. In the message, information about traffic rules (e.g. time to red

light) can be shared in order to anticipate possible factors that alter the predicted trajectory of the

vehicle. It is equally important to communicate with the other moving objects, such as vehicles

(Vehicle to Vehicle (V2V)) or pedestrians (Vehicle to Pedestrian (V2P)). Altogether, the situation

of awareness of the different agents improves significantly, and therefore the most challenging events

can be anticipated in order to optimize the traffic flow and reduce the probability of accidents. The

scheme in which several multi-sensor systems enhance the performance in the navigation solution

by sharing information between each other or with the elements of the environment is known as

Collaborative Positioning (CP). This scheme could be regarded as the natural upgrade of multi-

sensory solutions (Kealy et al., 2015).

The concept of CP resembles the same principle used in traditional geodetic networks, where

the inter-nodal measurements are carried out in order to enhance the network capabilities in terms

of accuracy, precision, reliability and economy (Grafarend, 1974). The geometrical similarities

between both dynamic and static networks allow to predict the advantages (e.g. an increase in the

redundancy of the adjustment enhances the precision and reliability of the system) that can be

obtained with a network-based methodology by analyzing the findings from the classical geodetic

network adjustment, optimization and deformation, which were mainly studied in the 1980s and

1990s (Schmitt, 1985a; Grafarend and Sansò, 1985; Kuang, 1996). However, in collaborative

scenarios (dynamic networks), a large number of challenges arise due to the motion of the nodes,

that must be analyzed in order to determine the strengths and weaknesses of CP techniques with

respect to single vehicle approaches. The establishment and verification of hypotheses within the

dynamic network field is fundamental to settle the current status of the research, and also to define

the ground rules to be followed in future investigations.

Given this background, this thesis analyzes the potential benefits of collaborative techniques, in

which the navigation scenario is understood as a dynamic network where the nodes (vehicles or

multi-sensor systems) are inter-connected with V2V measurements. Consequently, the first step
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in the research must consider the design and implementation of an algorithm that enables the

simultaneous estimation of diverse multi-sensor systems navigating in a common area. Later, the

performance of the algorithm must be analyzed with regard to the target of the research (dynamic

network analysis).

Regarding the collaborative methodology, the existing Extended Kalman Filter (EKF) procedures

are adapted to the simultaneous estimation of state parameters from different vehicles. The algo-

rithm considers the processing of observations carried out with the sensors available in the research

training group Integrity and Collaboration in Dynamic Sensor Networks (i.c.sens) project (Schön

et al., 2018), as well as the necessary V2V measurements to characterize the dynamic network.

As a consequence, it is not difficult to forecast some challenges that emanate from collaborative

estimations. On the one hand, it is necessary to deal with the logistic issues derived from the

consideration of large amounts of data. The processing of data collected with exteroceptive sen-

sors is normally associated to the necessity of additional algorithms for feature identification and

reconstruction, which given the highly dynamic character of the scenes to be processed, can be

fairly troublesome. On the other hand, the consideration of different vehicles elevates the degree of

heterogeneity of the network. In dynamic estimations, the symbiotic relation between the vehicle

dynamics and sensor observations should not be neglected. Hence, the complexity of the estima-

tion increases significantly by the fact that the dynamic characteristics defined by the vehicles are

invariably changing. As a result, the inefficacy of fixed or unique processing strategies can be

anticipated.

The spotlight is thus put on the following research questions:

• What is the overall performance of the collaborative Extended Kalman Filter in terms of the

navigation performance metrics (e.g. accuracy, integrity, reliability)?

• In which situations is the algorithm particularly capable or vulnerable?

The posterior dynamic network analysis is built upon the designed algorithm. For this reason,

the answer to the previous research questions is essential to establish the foundation for the rest of

the analysis.

Multi-sensor estimations are based on the combination of sensor measurements of different char-

acteristics in order to overcome the limitations of each individual sensor and enhance the robustness

of the navigation solution. This statement might easily lead to the assumption that the more sensors

are used, the better is the understanding about the environment and the robustness of the vehicle

localization. The same conclusion can be drawn from the addition of inter-connected vehicles to

the network of interest. However, the addition of assets (sensors or vehicles) to the estimation,

increases the overall cost of the system. Ultimately, the excessive cost and complexity of the pro-

duct can be a decisive reason to prevent its commercialization. At the same time, the expanding

development of sensors with different cost and characteristics offers the users a great flexibility to

select the most suitable sensor combination to fulfill the desired need. Thus, additional questions

arise:
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• Which are the most adequate processing parameters (e.g. process noise power spectral den-

sity) that maximize the performance of the algorithm?

• What is the impact of each of the available sensors on the filter?

• Which sensor combination would drive down the cost of the sensor suite while still obtaining

an acceptable result?

Finally, collaboration is the central topic of this thesis. In collaborative approaches, the number

of vehicles and the quality of the V2V observations are the most distinctive factors. Accordingly,

one additional set of research questions arises from the utilization of the promoted techniques:

• What are the benefits of collaborative techniques in comparison with single vehicle method-

ologies?

• How does the number of vehicles involved in the navigation scenario affect the overall esti-

mation?

• Does the quality of the V2V observations strengthen or diminish the improvement of the

outcome?

The contributions of this thesis aim to provide an answer to all of these research questions, both

in terms of theoretical methodologies and practical experiments.

1.2 Objective Definition and Contributions

The goal of this thesis is to provide an extensive analysis of the suitability of CP compared to single

vehicle approaches. In order to achieve this goal, the following contributions are made:

• Design and implementation of a simulation environment. In order to evaluate the

potential of CP, experiments with numerous vehicles must be carried out. However, these

would not only imply an extraordinary large amount of resources, but their realization in

meaningful areas could be potentially hazardous as well. As a result, it is deemed suitable to

implement a simulation environment capable to cost-effectively and safely represent realistic

collaboration scenarios. The tool must consider the possibility to simulate the dynamics of a

group of vehicles, the environment where they navigate and the sensor observations from the

available sensors.

• Collaborative-Extended Kalman Filter (C-EKF). The design and implementation of

a sensor measurement fusion algorithm suitable for the simultaneous estimation of state pa-

rameters from a group of vehicles is a crucial step in this thesis. All the experiments used

for the analysis and evaluation are built upon this algorithm. It must also be able to pro-

cess observations carried out with proprio- and exteroceptive measurements, as well as the

necessary V2V observations.
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• Extensive analysis. All factors to take into account in dynamic sensor networks are evalu-

ated by means of Monte Carlo (MC) simulation techniques.

– Best sensor configurations. The impact of each individual sensor on the estimation

is extensively analyzed in a localization approach. Subsequently, the impact of the

observation quality on the state estimation is evaluated. Here, if the measurement

quality is related to real sensor specifications and their cost, conclusions can be taken

on the configurations that yield acceptable results while driving down the cost of the

sensor suite.

– Processing parameter analysis. The wide variety of vehicle maneuvers produces a

high impact on the state estimation. Abrupt maneuvers are translated into inconsisten-

cies between the motion model selected to describe the vehicle dynamics and the actual

physical model described by the vehicles, which are compensated with the addition of

process noise to the motion model. In this thesis, an experiment is designed to analyze

in detail the effects caused by inadequate process noise or motion model selection.

– Impact of collaboration. Finally, there is an assessment of the suitability of collabora-

tive approaches with respect to single vehicle approaches, identifying its most important

strengths and drawbacks.

Lastly, the experiments carried out in the scope of this thesis are built upon the developed sensor

measurement algorithm and further general assumptions. Some of them, although fully theoretical,

enable the enhancement of features that could emerge in real datasets, masked by other dominant

effects. Therefore, the object of the study is highlighted to efficiently approach the analysis of the

research questions.

1.3 Outline of the Thesis

Following this introductory chapter, the thesis can be divided into seven additional chapters.

Chapter 2 contains an introduction to the theory and related work in geodetic network anal-

ysis, where the available methodologies to optimize geodetic networks in terms of the navigation

performance criteria are discussed.

Chapter 3 introduces the basic concepts of positioning and navigation techniques, as well as

the basic measurement fusion techniques necessary to understand the methodologies presented in

this thesis.

Chapter 4 surveys the available methodologies developed in collaborative positioning, classifying

them by means of the sensors used for the realization of the V2V measurements.

Chapter 5 discusses the design and implementation of the simulation environment used to

answer the established research questions, together with the details about the sensor measurement

fusion algorithm developed.
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Chapter 6 contains a detailed analysis on the sensitivity of the dynamic network to changes in

the configuration.

Chapter 7 discusses extensively the potential benefits and suitability of collaborative techniques

with respect to single vehicle estimations.

Finally, the thesis is concluded with clear answers to the underlying research questions and a

summary of the contributions. Furthermore, several starting points for further research are given.
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2 Theory and Related Work in Geodetic Network

Analysis

The analysis presented in this thesis is built upon the idea that the snapshot at every epoch of

a collaborative navigation scenario can be understood as a geodetic network. Accordingly, the

background, concepts, quality criteria and related literature for geodetic network optimization are

introduced in this chapter.

Nevertheless, the chapter starts with the introduction to two adjustment techniques that are

essential to understand the methodologies proposed in this thesis. The discussion starts with

an introduction of the Gauß - Markov Model (GMM), crucial for the understanding of the later

introduced methodologies for geodetic network optimization. Subsequently, the Gauß - Helmert

Model (GHM) estimation methodology which allows the establishment of constraints between pa-

rameters and observations is explained.

2.1 Parameter Estimation in a Gauß - Markov Model

It is well known that a linear equation system consisting of the same number of equations as un-

knowns can have a unique solution. However, in overdetermined systems (equation systems with

more linearly independent equations than unknowns), an optimal solution can only be estimated

based on additional criteria. Overdetermined systems are advantageous, since the increased redun-

dancy enables the enhancement of the accuracy, the internal reliability of the system and facilitates

the identification of outliers. In these cases, the solution can be computed by minimizing the sum

of the squared observation residuals, with a so-called Least-Squares (LS) estimation.

The GMM (Koch, 1988) is a linear mathematical model developed for explicit measurement

equations. In this model, the non-linear dependencies between the observations and parameters

are linearized through Taylor expansion at an initial value for each parameter x0. The system

can be described by Eq. (2.1) and (2.2), which represent the functional and stochastical models,

respectively

E(l) = f(x0) +
∂f

∂x

∣∣∣∣
x=x0

(x− x0) = a0 + A ∆x, (2.1)

D(l) = Cll = σ2
0 Qll = σ2

0 W−1
ll , (2.2)
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where

E(·) and D(·) := expectation and dispersion operator, respectively,

l := n× 1 observation vector,

A := n× u Jacobian/design matrix,

Wll := n× n weight matrix of the observations,

a0 := u× 1 vector of order 0 used in the Taylor expansion,

f := n× 1 functional relation between observations and parameters,

∆x := u× 1 vector of parameter increments,

x0 := u× 1 initial parameter values

σ2
0 := a-priori variance factor,

n being the total number of measurements and u the number of unknowns.

Eq. (2.1) can be rewritten as:

v = A ∆x̂− (l− a0). (2.3)

where v is the n× 1 vector of residuals and ∆x̂ = x̂− x0

Since n > u, the system is overdetermined, and an unique solution is obtained by applying the

weighted sum of the squared residuals minimization condition

Ω = vT Wll v→ min ∆x̂ = argminxΩ. (2.4)

The vector of estimated deviations with respect to the a-priori values can be computed as:

∆x̂ = (ATWllA)−1ATWll (l− a0) . (2.5)

The estimated parameters, observations and residuals, as well as cofactor matrices can be obtained

as:

x̂ = x0 + ∆x̂, Qx̂x̂ =
(
AT Wll A

)−1
, (2.6)

l̂ = Ql̂l̂ Wll l Ql̂l̂ = A Qx̂x̂ AT, (2.7)

v̂ = −Qv̂v̂ Wll (l− a0) , Qv̂v̂ = Qll −Ql̂l̂. (2.8)

An unbiased estimate for the a-posteriori variance factor is obtained by applying

σ̂2
0 =

v̂ Wll v̂
T

n− u
. (2.9)

2.2 Parameter Estimation in a Gauß - Helmert Model

It was explained in the previous section that the functional model expresses the observations as an

explicit function of the unknown parameters. However, this statement is not valid in some relevant
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cases. As an example, assume that the parameters of an unknown plane (defined by its normal

vector n = [a b c] and its distance to the origin d) are to be estimated from a set of observed 3D

points p3D,i = [px py pz]
T
i (for i = 1 . . . N) that belong to it, fulfilling the Hesse normal form

(Koch, 1988):

n · pT
3D,i − d = 0 i = 1 . . . N with |n| = 1. (2.10)

In this example the target is to find the optimal estimation of n̂ and d̂ so that the fitted (observed)

points p3D,i + v̂ together with the estimated parameters fulfill the minimization condition given in

Eq. (2.4). This is achieved by defining the functional model as a function of the observations and

unknown parameters, such as:

g (l + v,x0 + ∆x)
!

= 0, (2.11)

D(l) = σ2
0 ·Qll. (2.12)

On the one hand, the functional model in Eq. (2.11) can be linearized and rewritten as:

g (l,x0)+
∂g

∂l

∣∣∣∣
l,x0

v+
∂g

∂x

∣∣∣∣
l,x0

∆x + . . . = 0 (2.13)

w+ B v+ A ∆x = 0.

where B is the Jacobian matrix for the observations and g is the function of constrained depen-

dencies between observations and parameters.

Since residuals vw = B ·v, with vw = − (A ∆x + w), we arrive at the equivalence with the GMM

in (cf. Eq. (2.3)), and the minimization condition expressed in Eq. (2.4) can be applied.

On the other hand, the stochastical model can be also rewritten after the linearization as:

Qww = B Qll B
T and Www =

(
B Qll B

T
)−1

. (2.14)

As in Section 2.1 the normal equation, correlation vector, as well as cofactor matrices can be

computed as:

∆x̂ =
(
AT Www A

)−1
AT Www (−w) , Qx̂x̂ =

(
AT Www A

)−1
, (2.15)

cw = Www

(
I−A Q−1

x̂x̂ AT Www

)
(−w) , v̂ = Qll B cw. (2.16)

In an iterative approach, the a-posteriori residual can be added to the original observation in

order to obtain the iterated observation

ľ = l0 + v̂, (2.17)

and then the process can be repeated in order to converge into the optimum solution given by the

adjustment.
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2.3 Geodetic Network Optimization: Theoretical Background and

Related Work

Optimization can be defined as the process or methodology of making something as effective or

functional as possible. For instance, the parameters that describe the precision and/or reliability of

geodetic networks depend only on the initial coordinates, the selected observation weights and the

observation plan but not on the actual values of the observations. Therefore, these parameters can

be determined in advance. This aids in the design step and guides the decision about how the net-

work should be created or which instruments must be selected to obtain an optimum solution. The

optimality of a network can be defined in the shape of an objective function, that once minimized

or maximized represents the criteria used to define the quality of the network. The main purpose

of the optimization is to aid the understanding of the network response with respect to changes

in its geometry, or the weight distribution of the observations. In addition, an already created

network can be optimized with the methodologies presented, although only small improvements

are admitted in these cases.

Networks can be optimized with respect to different quality criteria. The available literature for

geodetic network optimization discusses only methodologies for network optimization with respect

to precision, reliability and economy (Grafarend and Sansò, 1985). However, the nowadays

increasing availability of sensors and algorithms for collaborative positioning demands the investi-

gation of additional metrics to describe in detail the performance of a navigation system and the

dynamics of the network. As a result, this section starts with an overview of the modern quality

criteria for the navigation/positioning solutions (cf. Section 2.3.1). Then, the geodetic network

optimality criteria for classic geodetic network optimization (Schmitt (1982), Grafarend and

Sansò (1985), Jäger (1988) and (Kuang, 1996)) are introduced in section 2.3.2, followed by the

accepted classification for geodetic optimization problems in section 2.3.3.

2.3.1 Network Quality Criteria

The performance of a navigation system is normally described in terms of accuracy, precision,

reliability, integrity, continuity and availability (Hofmann-Wellenhof, 2008). These metrics

have been investigated in order to establish homogeneous standards that describe the specific levels

of performance necessary to ensure safety in many civilian applications (Kealy et al., 2015).

Accuracy is defined as the degree to which an estimation, measurement or specification agrees

to the true or correct value. This can be quantified by the weighted distance between estimated and

true value (measured not only in metric units). In the navigation field, the accuracy is normally

quantified using the Root Mean Square Error (RMSE) (Eq. (2.18)) (Misra and Enge, 2006).

RMSE =

√∑K
k=1

(
x̂k − x0

k

)2
K

(2.18)

where x̂k and x0
k are the estimated and true states to be compared, respectively. k is the measure-

ment index and K represents the total number of measurements used to compute the RMSE.
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Precision can be defined as the degree of refinement with which an operation is performed or

the degree of repeatability of consecutive measurements under the same conditions. The difference

with respect to accuracy must be clarified, since a set of biased observations carried out with the

same sensor can show high precision (small deviations with respect to the mean value), but not high

accuracy if the mean value is far from the nominal value. The Variance-Covariance Matrix (VCM)

of the estimated states contains the precision information.

In geodetic network applications, precision can refer either to local or global precision. The local

precision evaluates the precision of a node, quantified normally using confidence ellipses. For a

confidence level of 1 − γ, the 2D (Eq. (2.19)) and 3D (Eq. (2.20)) confidence ellipses can be

computed using the following quadratic equations:

P
{

(x̂V − xV )T C−1
x̂x̂V (x̂V − xV ) ≤ χ2

2,1−γ

}
= 1− γ, (2.19)

P
{

(x̂V − xV )T C−1
x̂x̂V (x̂V − xV ) ≤ χ2

3,1−γ

}
= 1− γ, (2.20)

where P refers to probability, x̂V and xV are the vector of estimated and true coordinates of the

node V respectively, and C−1
x̂x̂V is the VCM sub-matrix of the node V extracted from Cx̂x̂. The

eigenvectors νi and eigenvalues λi of Cx̂x̂V yield the orientation and the semi-axis length of the

confidence ellipse.

The global precision evaluates the overall precision of the network and the relation between points.

This metric can be derived from the Cx̂x̂ matrix, obtaining the so called Helmert form:

σ2
H =

tr (Cx̂x̂)

k
=

1

k

k∑
i=1

λi, (2.21)

where the operator tr represents the trace of the matrix and k refers to the epoch.

Reliability . The reliability of the estimated results plays a crucial role in the evaluation of the

robustness. The indepotent matrix Cv̂v̂Wll contains the reliability information (Eq. (2.8)).

The goal of reliability analysis is to identify gross errors and the evaluation of the network

deformations caused by non-detectable errors. In order to achieve this goal, the influence that each

error has on the residual is measured by computing the redundancy numbers ri:

ri = (Qv̂v̂ Wll)i,i . (2.22)

In classical networks, the redundancy number of each observation gives information about its con-

trollability, allowing to classify them into observations with high reliability (but maybe unnecessary,

ri ≥ 0.9), good reliability (0.3 ≤ ri < 0.9), bad reliability (ri < 0.3) and uncontrolled observations

(ri = 0), always assuming uncorrelated observations.

As in the case of precision, two different types of reliability can be evaluated: internal and

external reliability. The internal reliability consists in evaluating how well the measurements agree

geometrically with each other. Also, the limit over which a gross error can be detected (also known

as Minimal Detectable Biases (MDB), ∇l0,i) can be computed with (Baarda, 1968):

∇l0,i = δ0,i (γ0, β0) · σli√
ri
, (2.23)
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where β0 is the significant level at the hypothesis test with detection power γ0, and δ0,i is the

non-centrality parameter of the distribution, here assuming a normal distribution and uncorrelated

observations.

In the external reliability, the effect that an undetected outlier has on the overall adjustment is

evaluated by computing (Baarda, 1968)

∇x0,i =
δ0,i√
ri
·Cx̂x̂a

T
i = Qx̂x̂pia

T
i ∇l0,i. (2.24)

Also, the network deformation can be considered as a global measure for the external reliability

and it can be computed as:

∥∥∇0,x̂

∥∥
C−1
x̂x̂

=
∇0li
σli
·
√

āiQx̂x̂ā
T
i pi =

∇0li
σli

√
uxi = δ0,i ·

√
uxi
ri
. (2.25)

Integrity is the level of trust that can be placed in the solution provided by the system, and/or

the capacity of the system to provide warnings when the system cannot perform the expected

operation. The integrity is normally characterized by means of an integrity risk, that can be defined

as the probability that an undetected gross error is processed by the system without issuing an

alert. This probability of miss-detection shows a clear synergy with the external reliability. In

contrast with the typical significance levels used for the evaluation of the accuracy (5% − 0.01%),

the integrity risks are typically defined with much smaller values (10−7 − 10−9) due to the higher

safety requirements. The integrity is measured by means of the concepts Alert Limit, Integrity

Risk, Protection Level and Time to Alert (ICAO, 2006).

• Alert Limit (AL) is the threshold of the positioning solution not to be exceeded without

alerting the user. In autonomous navigation, one proposal it is to define the lateral and

longitudinal AL as a function of the vehicle and road dimensions (Reid et al., 2019):

Lateral AL = (wr − wv)/2, (2.26)

Longitudinal AL = (lr − lv)/2, (2.27)

where wr and lr are the dimensions (width and length) of the bounding box that would guar-

antee that the vehicle is contained in the road lane, and wv and lv are the vehicle dimensions.

• Time to Alert is the maximum allowed time for the system out of tolerance to display the

alert.

• Integrity Risk is the probability that the position error exceeds the alert limit at any time.

• Protection Level (PL) is an statistical bound error that guarantees that the probability of the

error is smaller than the integrity risk. Depending on the intended purpose, the PL can be

computed following different methodologies. One way is defined by the International Civil
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Figure 2.1: Integrity Stanford Diagram (Navipedia, 2014)

Aviation Organization (ICAO), based on the cofactor matrix Qx̂x̂ (transferred to the local

topocentric frame):

HPL = κHσ0

√√√√qnn + qee
2

+

√(
qnn − qee

2

)2

+ q2
ne, (2.28)

VPL = κVσ0
√
quu, (2.29)

where qnn, qee, quu and qne correspond to the north, east and up variances, and covariance

between north and east coordinate, respectively. σ0 is the a-priori variance factor of the

distribution, κH and κV are critical values derived from the Rayleigh distribution. ICAO

(2006) defines κH = 6.0 and κV = 5.33 in precision approaches and approaches with vertical

guidance.

According to Reid et al. (2019), it is also possible to compute the lateral and longitudinal

PL by means of the vehicle and road dimensions as:

Lateral PL = δlat + (δlon + lv/2) δψ + δvertδθ, (2.30)

Longitudinal PL = δlon + (δlat + wv/2) δψ + δvertδφ, (2.31)

VPL = δvert + (δlat + wv/2) δθ + (δlon + lv/2) δφ, (2.32)

where δlat, δlon and δvert are the lateral, longitudinal and vertical deviations relative to the

nominal position; and δφ, δθ and δψ are the errors in the orientation.

The integrity (and the previously described concepts) is normally evaluated using Standford

diagrams (Navipedia, 2014) (See Figure 2.1). This consists on a graphical representation of the

integrity events that allows the distinction between misleading information (when the Position

Error (PE) exceeds the PL but not the AL) and hazardously misleading information (when the

position error exceeds the AL).

Continuity of the system is the capability to perform the intended task without non-scheduled

interruptions. This metric is directly related to integrity and reliability, since in order to maintain
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its performance continuously, a system must perfectly identify the outliers and hazardous events

and give the user the chance to abort the operation.

Availability : a system is available when accuracy, precision, reliability, integrity and continuity

criteria are fulfilled.

Moreover, de Ponte-Müller (2017a) introduces additional requirements for the performance

evaluation of multi-sensor systems where ranging sensor measurements are considered (e.g. de-

tecting range and/or field of view). Also, in collaborative scenarios, where safety related driver

assistance applications are being under investigation, an accurate time synchronization between

agents is required. Thus, the time delay between inter-nodal measurements is a fundamental re-

quirement to ensure time synchronized solutions. In order to achieve this goal, it is also crucial

that the sensors produce an output with a high rate. For more information about the output rates

of the sensor measurements in driver assistance operations we refer the reader to Wallentowitz

and Reif (2010).

2.3.2 Objective Functions and Optimality Criteria

In this section, the objective functions discussed in the available literature for classic network

optimization with respect to precision, reliability and economy criteria are introduced.

Network Precision

The main indicator of the precision of an adjustment is the VCM of the estimated parameters.

Both local and global objective functions can be derived from it. Since, the target of the study is

to evaluate the overall precision of the network (global precision), and the local objective functions

describe in detail only the precision of each individual point, only objective functions and optimality

criteria for global precision analysis are discussed in this section.

The global objective functions can be represented with the eigenvalues λi of the cofactor matrix

Qx̂x̂, given that they must remain invariant with regard to rotation and translation of the network

(Grafarend, 1974). With the designations that Grafarend (1974) and Grafarend and Sansò

(1985) applied to geodetic networks it is possible to state that when the value of an objective

function is minimal, the geodetic network meets the optimality requirement (Jäger, 1988; Schön,

2003).

A-optimal: When the average variance is a minimum:

ZA = σ2
0 · tr (Qx̂x̂) = σ2

0

n∑
i=1

λi (2.33)

D-optimal: When the generalized variance is a minimum:

ZD = σ2
0 · det (Qx̂x̂) = σ2

0

n∏
i=1

λi, (2.34)
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where the operator det stands for the determinant of the matrix.

E-optimal: When the maximum eigenvalue of the VCM is a minimum:

ZE = σ2
0 λmax (2.35)

N-optimal: When the Frobenius-Norm of the VCM is a minimum:

ZN = ‖Cx̂x̂‖F = σ2
0

√√√√ n∑
i=1

λ2
i (2.36)

S-optimal: When the spread of the spectrum of the VCM is a minimum:

ZS = σ2
0 (λmax − λmin) . (2.37)

Furthermore, local criteria are available that enable a detailed and individual analysis of the

relative and absolute point error situation. They can be expressed in the form of semi-major and

semi-minor axes of the error ellipses (see Eq. (2.19) and (2.20)) or by criterion matrices. The

concept of the ideal VCM is that all ellipses have the same shape (homogeneity) and the semi-axis

lengths are equal (isotropy) (Grafarend and Sansò, 1985).

Several approaches to compute criterion matrices are shown in Bill (1985), including how to build

diagonal criterion matrices (non-correlated parameters) or refined criterion matrices (correlated

parameters). The behavior of the correlation functions depends on the characteristic distance.

Detailed explanation of the computation of criterion matrices can be found in Grafarend and

Sansò (1985), Bill (1985) and Schön (2003).

Network Reliability

Schmitt (1982) stated that the realization of an analytical formulation of reliability as a risk

function is hardly achievable. Therefore, the amount of research targeting the geodetic network

optimization with respect to reliability is significantly lower than with respect to precision. However,

formulations for objective functions can be found in Schaffrin (1985).

According to Baarda (1968), the reliability is the ability of the network to resist gross errors in

the observations. Therefore, one searches for high reliability of the network in the design step by

minimizing the magnitude of the undetectable gross errors in observations (internal reliability) and

minimizing the effects that the undetected gross erros produce in the estimated parameters (external

reliability) (see Section 2.3.1). Also, Baarda (1968) and Kuang (1991) show that both high

external and internal reliability can be combined. Given that the larger the redundancy numbers

(Eq. (2.22)), the lower is the minimum detected bias, and thus the better the controllability of

the observation (assuming non-correlated measurements), the requirement to guarantee optimally

reliable networks is to maximize the redundancy numbers (Baarda, 1968).

min(ri, i = 1, . . . , n) = maximum (2.38)
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Then, the vector norms can be considered as simple objective functions (Schön, 2003).

Zr,p = ‖(Qv̂v̂ Wll)ii‖p . (2.39)

This implies that the ability of the network to detect gross errors should be the same in every part

of the network. Thus, parts with larger undetectable gross errors show lower controllability, and

should be improved locally (Kuang, 1991).

As was stated in Section 2.3.1, the limit for the minimum detectable gross error (Eq. (2.23)) is

considered as a metric for the internal reliability. Therefore, to guarantee the internal reliability of

a network, the non detectable gross errors ∇l0,i must be minimized. Therefore, if

∇0l = (∇l0,1, · · · ,∇l0,n), (2.40)

it is possible to build the objective function:

Z∇0l = ∇0l
TMTM∇0l (2.41)

where M is the matrix used for the unit unification.

Finally, the network deformation
∥∥∇0,x̂

∥∥
C−1
x̂x̂

is the metric used to analyze the external reliability

(see Eq. (2.25)). To guarantee the external reliability of a network, the gross errors must show

as little effect on the estimated parameters as possible. Thus, with the vector that contains the

distortions being

δ2 = (δ2
0,1, · · · , δ2

0,n)T, (2.42)

the sum of the network distortions δ2
0,i can be written as objective function as (Kuang, 1991):

Zδ2 =
n∑
i=1

(WllĀQx̂x̂Ā
T
Wll)ii∇l0,i. (2.43)

where Ā is the Jacobian sub-matrix that contains the coefficients to estimate the positioning com-

ponents (without the consideration of additional network orientation or scale factor parameters).

Network Economy

A geodetic network design is considered to be optimum when it satisfies the user precision and

reliability with the least cost (Kuang, 1991). Schaffrin (1985) depicts these three metrics as

a magic triangle, that illustrates the increase of the cost when high precision or reliability are

required and vice versa. However, the precision and reliability are not completely independent, so

a multi-purpose optimization is proposed.

αp · (precision) + αr · (reliability) + αc · (costs)−1 = max. (2.44)

By assuming that the smaller the weight of an observation, the less expensive it is to observe

(Schaffrin, 1985), the simplified cost criterion can be written as

‖Wll‖ = minimum. (2.45)

More approaches to discuss the optimization of the economy of a network can be found in the

collection Grafarend and Sansò (1985).
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Table 2.1: Geodetic Network Optimization Problems: Fixed and Free parameters

Optmization Problem Fixed Param. Free Param.

Zero Order Design A, Wll G, t

First Order Design Wll,Qx̂x̂ A

Second Order Design A, Qx̂x̂ Wll

Third Order Design Qx̂x̂ A, Wll

2.3.3 Types of Optimization Problems

According to Schmitt (1985a), several decisions are to be made in the design step of a geodetic

network. On the one hand, it is necessary to decide on the location of the points and the types of

observations to be used, and on the other hand, on the distribution of observational work according

to the precision of the measurements. In the adjustment step, it is also necessary to decide on an

optimum relative or absolute datum.

The optimization problems are usually classified into different orders depending on the fixed and

free parameters of the optimization (summarized in Table 2.1). Grafarend (1974) classifies the

network optimization problems in four groups: Zero Order Design (ZOD) problem, First Order

Design (FOD) problem , the Second Order Design (SOD) problem (also called weight problem) and

the Third Order Design (THOD).

The Zero Order Design (ZOD) problem (also known as datum problem) deals with the

search of an optimum datum or coordinate system for the network that is normally described in

terms of the nullspace to determine the datum (G) and the datum parameters t that comprise

the correspondent translations, rotations and scale factors of the transformation. Jäger (1988)

proposes to solve the Zero Order Design (ZOD) problem using pseudo-inverse matrices. A complete

description of these approaches, as well as the S-transformation, with which the VCM can be

transformed to the desired datum, can be found in Teunissen (1985).

The First Order Design (FOD) problem deals with the search for the optimum positions of

the points and the observation plans. Here, the geometry and topology of the network change under

a fixed selected datum. Criterion matrices suitable to find the solution of First Order Design (FOD)

problem in free networks (networks where the datum must be chosen first) can be found in Koch

(1985). Kuang (1996) also show methodologies for the FOD optimization, where significantly

improved objective functions can be achieved by shifting considerably some points of the network.

The Second Order Design (SOD) problem consists of finding precision measures for the

geodetic and non-geodetic observations to be used as weights (Wll) in an adjustment (given a fixed

configuration), that lead to the fulfillment of any of the desired quality criteria (see Section 2.3.1).

Many Second Order Design (SOD) solutions available in the literature are achieved by introducing

all weights as parameters, obtaining small weight values. However, the small weight values cause

for the observations to have almost no influence on the objective function, and therefore can be

deleted from the observation plan, optimizing in this way the topology of the network.
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Schmitt (1985b) proposes three different SOD approaches: two that try to approximate the

criterion matrix itself, and a third one where an inverse was approximated using a least-squares

solution based on GMM, linear or non-linear programming. Finally, the weight results obtained

from the used methodology should be used in order to select the instruments which specifications

best fit the precision measures obtained.

The Third Order Design (THOD) problem is the task to improve, extend or densify an

existing network in an optimal way by the addition of points or observations. This may refer to the

optimal improvement of the network or the optimal design for the network densification (Schmitt,

1985c). These problems can be solved with methodologies to randomly optimize procedures, and

with criterion matrices for the points in the area of interest.

2.4 Discussion

In the classical geodetic network field, the main purpose of optimization is to aid the understanding

of the network response with respect to changes in its geometry, weight distribution and/or observa-

tional work. However, the concept of network presented in this thesis differs significantly from the

concepts described in the literature as surveyed in this chapter. In modern navigation terms, the

traditional geodetic network methodologies would be defined as a static, time-invariant system.

The term static refers to the static character of the nodes (fixed geometry), and time-invariant

characterizes the fact that the observational work taken into account remains stable over time. It

is essential to establish a clear differentiation between the two terms, since a stationary network

might be affected by important changes in the observational work and vice versa (for example,

in steady-state estimations Simon (2006)). As opposed to this definition, the collaborative navi-

gation network estimations are considered to be highly dynamic, and time-variant systems. This

means that not only some of the nodes of the network are moving (varying geometry), but that the

observational work changes as well. Consequently, it is necessary to take into account additional

factors for the complete understanding of the dynamic network problem. Nevertheless, the overall

analysis of the network can be carried out in terms of the same navigation performance and network

analysis criteria, and the optimization problems can be associated within the previously introduced

optimization problems (see Section 2.3.3).

Theoretical investigations to understand the network as a modern range-based cooperative posi-

tioning problem is presented in Heng and Gao (2017). Here, the relationship between accuracy

and connectivity is analyzed by means of a lower bound on the expectation of average geometric

dilution of precision (LB-E-AGDOP). The evaluation is carried out over the best network ge-

ometries given a particular distribution of sensor nodes (unknown-location nodes) and anchors

(known-location nodes). Although the usage of the LB-E-AGDOP proves to be useful in order to

characterize the relation between accuracy and connectivity, the results are evaluated over static

networks. Win et al. (2018) takes the approach one step further, by including the IMU as intra-

nodal measurements to anticipate the movement of the nodes, as well as inter-node range and angle

measurements. In this theoretical exploration, the effects of spatio-temporal cooperation were char-
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acterized with a promising outcome that increases drastically the localization performance, although

solutions for information fusion for high-accuracy localization in GNSS-challenging environments

remains an open question.

Finally, the research mentioned above (Heng and Gao, 2017; Win et al., 2018) was carried out

with the same didactic purposes as the one developed in this thesis. Nevertheless, the investigation

of the network response to changes in the parameters that actually describe the motion of the nodes

(e.g. motion model selection, process noise, etc.), and to epoch-wise changes in its configuration,

are hardly ever mentioned. This research space is filled in this thesis, with not only an evaluation

of the effects, but with the proposition of hypotheses and alternatives that could mitigate the

negative effects caused by suboptimal estimations. The investigations are assessed in dynamic

networks (collaborative scenarios) with a higher degree of complexity regarding both, the motion

of the nodes, and the observational work.
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3 Theoretical Background in Positioning and

Navigation

In this chapter, the theoretical notions necessary to understand the collaborative navigation tech-

niques used in this thesis are introduced. First, GNSS and Inertial Navigation Systems (INS) are

discussed, together with an overview on coordinate frames and transformations. In addition, the

different ranging sensors available in the i.c.sens project (Schön et al., 2018) (e.g. laser scanner,

stereo cameras) normally used to increase the robustness of the available navigation algorithms are

introduced, along with their strengths and weaknesses. Additional regularly used sensors like radar

or odometer are unavailable in the project, and thus not introduced.

Another important aspect to discuss in order to introduce the complete background in collabo-

rative positioning techniques is the used estimator. Here, the Bayesian estimator Kalman filter is

introduced in both, its linear and non-linear form. The estimation can be executed using several

approaches, depending if the vehicle is assumed to be placed at a unknown location in a known

or unknown environment. If the environment information is assumed to be known a priori, the

solution is obtained straight-forward solving the problem as a localization problem. However, the

environment information is not always available, forcing the vehicle to perform the task to build

a consistent map of its environment while simultaneously determining its location (Simultaneous

Location and Mapping (SLAM) problem). The methodologies to solve both problems are recapi-

tulated in this chapter.

3.1 Global Navigation Satellite Systems

The fundamental technique of GNSS is to locate a receiver by measuring the pseudoranges to

a few simultaneously observed satellites (Hofmann-Wellenhof, 2008). Several organizations

and countries have been developing their own GNSS, like e.g. the American Global Positioning

System (GPS) (GPS-Standard, 2008), the Russian Globalnaja Nawigazionnaja Sputnikowaja

Sistema (GLONASS) (GLONASS, 2016), the European Union Galileo (Nurmi et al., 2015) and

the Chinese Compass/Beidou-2 (BeiDOU, 2012).

The GNSS can be divided into three segments: space segment, control segment and user segment

(Hofmann-Wellenhof, 2008). The space segment is formed by the satellites that orbit around

the Earth at a height of approximately 20000 km. The control segment is organized in monitoring

stations in charge of the maintenance of the system (e.g. satellite tracking for orbital and clock
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parameters, ionosphere parameters, data encryption, etc.). The user segment is constituted by any

device capable to receive GNSS signals.

3.1.1 GNSS Observables

The basic GNSS observables are code pseudo-ranges, carrier phases and Doppler measurements.

Code pseudoranges: the ranges are estimated by measuring the Time of Arrival (ToA) of the

satellite signal (Borre et al., 2007), which is emitted by the satellite at time tj , propagates

through the atmosphere at the speed of light c, and it is received at the antenna of the receiver

at time ti. However, in reality the heterogeneous characteristics of the transmitting medium lead

to the fact that the measured path is bended and delayed. In addition, the signal is also affected

by additional sources of error, such as Earth and loading tides, multipath and relativistic effects.

Taking into account the geometric characteristics of the signal and the error sources that alter the

path of the signal, the pseudorange model can be written as (Xu, 2007):

ρji (t) = rji (ti, t
j) + cδtji + ερ, (3.1)

where rji (ti, t
j) =

√
(xj − xi)2 + (yj − yi)2 + (zj − zi)2 is the range between the receiver i placed

at position (xi, yi, zi) and the satellite j at position (xj , yj , zj) at time (ti, t
j), cδtji is the syn-

chronization error between the satellite and the receiver clocks, ε contains the atmospheric and

measurement errors that affect the geometric range measurement. Then, it is possible to see in Eq.

(3.1) that the three-dimensional position of a receiver can be estimated by measuring the ranges

to at least four satellites.

Carrier Phases are the difference between the phases of the receiver-generated carrier replica

and the received carrier signal at ti, measured in meters. Although the carrier phase can be

measured with high precision, the initial integer number of cycles between satellite and receiver,

also called integer ambiguity (N), is unknown. Considering the above-mentioned error sources that

affect the GNSS signal, the carrier phase model can be written as:

Φj
i = rji (ti, t

j) + cδtji + λN j
i + εΦ, (3.2)

where λ is the wavelength of the carrier on which the measurement is made. In this model, the

corrections are significantly lower, and the ionospheric delay is of equal magnitude but opposite

sign as compared to the pseudorange measurements.

Doppler measurement is the frequency shift of the electromagnetic signal caused by the relative

motion of the satellite and the receiver, measured in meters per second. Taking into account the

errors produced by drifts in the satellite and receiver clocks, and the additional atmosphere and

measurement corrections, the Doppler model can be written as (Wieser, 2007):

Φ̇j
i = ṙji (ti, t

j) + cδ̇tji + εΦ̇, (3.3)

where ρ̇ji (ti, t
j) is the change in the geometric range due to the relative motion between satellite

and receiver, cδ̇tji represent the satellite and receiver clock drifts, and εΦ̇ are the atmospheric and

measurement errors.
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For detailed information about the error sources caused by physical influences on the GNSS signal

and ambiguity resolution techniques, please refer to Hofmann-Wellenhof (2008).

3.1.2 GNSS positioning techniques

In the previous Section 3.1.1, the GNSS observables to determine the position of an individual

GNSS receiver are introduced. In this section, GNSS techniques that focus on the error mitigation

in order to improve the performance of GNSS positioning are discussed.

Differential GNSS (DGNSS) is a positioning technique that aims at the real-time determi-

nation of the coordinates of a roving receiver, that uses the Pseudorange Corrections (PRC) and

Range Rate Corrections (RRC) calculated by a second receiver placed in a base station with known

coordinates to improve its position (Hofmann-Wellenhof, 2008). With these corrections, the

rover is able to reduce the atmospheric and other errors.

Since the satellites orbit high above the Earth, the propagation paths from the satellite to the

receivers pass through similar atmospheric conditions, unless the base station and rover are far

apart. For this reason, the amount of improvement is dependent on the distance between the rover

and the base station receivers. Normally, the closer the base station, the more correlated the errors

between the base station and rover are, and therefore the better the positioning.

Figure 3.1: Concept Differential GNSS

Precise Point Positioning (PPP) is a technique that uses precise satellite clock and or-

bit corrections in order to mitigate the effect of the GNSS error sources in the positioning of a

single receiver. This technique estimates the position, clock error, tropospheric delay and carrier-

phase ambiguities with an estimation technique (like e.g. Extended Kalman Filter (EKF) or least-

squares). PPP can be used in static or kinematic modes, and it yields highly accurate solutions at

the centimeter and decimeter levels, respectively (Teunissen and Khodabandeh, 2014).
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Relative positioning is a technique where the coordinates of an unknown point are determined

with respect to a known point. The goal is to estimate the vector bBR between the base station

and the rover (cf. Figure 3.1), also called as baseline (Hofmann-Wellenhof, 2008)

xR = xB + bBR where bBR =

xR − xByR − yB
zR − zB

 =

∆xBR

∆yBR

∆zBR

 . (3.4)

Assuming simultaneous carrier phase observations from the base and the rover stations to at least

two satellites at two different epochs, differences can be formed leading to single-differences, double-

differences and triple-differences (Hofmann-Wellenhof, 2008).

Real Time Kinematic (RTK) is a technique that uses carrier-phase observables to compute a

positioning solution that is two-three orders of magnitude more precise than the code pseudoranges.

Like all carrier-phase based approaches, Real Time Kinematic (RTK) comprises the determination

of the number of carrier cycles (N) between satellite and rover, using the so-called ambiguity reso-

lution. Here, the atmospheric, clock drifts and ephemeris errors are compensated by transmitting

measurements from the base station to the rover. With this methodology, centimeter accuracy can

be achieved.

Finally, it is also worth mentioning that the DGNSS and relative positioning concepts can also

be advanced from the base/rover situation to a two rover setup, usually known as moving baseline

(de Ponte-Müller, 2017a). This concept enables the possibility to interlink receivers mounted

in several vehicles, and therefore enables to treat the navigation situation as a dynamic network.

3.2 Inertial Navigation Systems

Inertial navigation deals with the problem of estimating the pose (position and orientation) and ve-

locity of a moving object by performing measurements with inertial sensors such as accelerometers

and gyroscopes. Orthogonally mounted gyroscopes to measure the angular rates, and accelerom-

eters to measure the specific forces (accelerations), constitute the IMU. In the INS, the IMU

measurements are combined with the mechanization equations (processor) (Noureldin et al.,

2013).

In this section, the so called strap-down system is discussed. Positioning is the task to determine

the coordinates of an object in a certain coordinate frame. Thus, an introduction to the concept

of a coordinate frame is given prior to the discussion of the INS.

3.2.1 Coordinate Frames

To describe the position, orientation and motion of objects, coordinate frames formed by an origin

and a set of three orthogonal non-coplanar axes are used (Groves, 2013). General knowledge

of the common coordinate frames used in navigation is fundamental for understanding the INS

concepts described in the following sections.
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Earth-Centered Inertial Frame, (i-frame). The term inertial is applied to any coordinate

frame that is defined stationary in space, or moving with constant velocity. This frame is nominally

centered at the Earth’s center of mass, the z-axis points along the Earth’s rotation axis. The y-

and x-axis lie within the equatorial plane but do not rotate with the Earth. The y-axis points

90◦ ahead of the x-axis in the direction of rotation of the Earth and the x-axis is defined as the

direction from the Earth to the vernal equinox (Groves, 2013).

This frame is specially suitable to analyze the satellite motion, given that it is fixed to the stars.

Finally, it is also worth mentioning that this frame experiences acceleration while orbiting around

the sun, and its rotation axis moves. Hence it is not strictly an inertial frame. Nonetheless, the

measurement noise yielded by the inertial sensors is much larger than this effects, so the i-frame is

considered as a true inertial frame in the navigation community.

Earth-Centered Earth-Fixed Frame, (e-frame). In the e-frame all axes remain fixed with

the Earth with its origin in the center of the reference ellipsoid, the z-axis being the rotation axis,

and the x-axis pointing to the intersection between the equator and 0◦ Greenwich meridian. The

remaining y-axis points to the intersection between the equator and the 90◦ meridian.

The e-frame is the frame typically used in satellite navigation techniques, since it provides the

position of the user relative to the Earth.

Local Navigation frame, (n-frame). The origin of the n-frame is coincident with the origin

of the object to be positioned. The axes are aligned with the topographic directions (North, East

and vertical). The z-axis points downwards in the direction normal to the surface of reference. This

direction differs slightly from the direction of the gravity vector. Then, the x- and y-axis follow

the North and East directions, respectively. North, East and Down is the most common order

(Groves, 2013).

This frame is very important in vehicular navigation because it is used as reference to compute

the orientation of the body (attitude). The attitude is defined as the rotation that has to be applied

to an object in order to orient its axis parallel to the n-frame. The attitude is expressed by means

of three rotations, one with respect to each axis. Here, the roll (φ), pitch (θ) and yaw (ψ) (also

called Euler angles) are the rotations around the x-, y- and z-axis, respectively (cf. Figure 3.3)

Local Topocentric frame, (t-frame). The t-frame can be defined as a local navigation frame

(n-frame) where the origin is fixed at a certain point on the Earth. In addition, the z-axis is

normally pointing in the opposite direction to the center of mass of the Earth. The x- and y-axis

are defined in the North and East directions from the predefined origin. This frame is very adequate

for multi-body problems (such as collaborative positioning) where the agents are not really far from

each other, so that the effect of the Earth curvature can be neglected.
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Figure 3.2: Important coordinate frames in inertial navigation systems. In the figure, the Earth-Center Iner-

tial frame (xiyizi), Earth-Center Earth-Fixed frame (xeyeze), Local Topocentric frame (N E U)

and Local Navigation frame (N E D) are represented.

Body frame, (b-frame). Also called vehicle frame in some literature, is the coordinate frame

fixed to the object described by the navigation solution. The origin of the b-frame can be arbitrarily

defined within the object, and it is used to define subsequently the origin of the n-frame. The most

common axis convention is the one where the x-axis points forward, the z-axis points up and the

y-axis completes the right handed orthogonal set pointing to the right (cf. Figure 3.3).

Figure 3.3: Body frame (b-frame) and attitude concept

3.2.2 Mechanization in the Navigation Frame

Mechanization can be defined as the recursive determination of the position, velocity and attitude

using the output from Inertial Measurement Units (Noureldin et al., 2013). To fulfill this task,

the strap-down algorithm is used. Here, the angular rates ωbib are integrated in order to obtain the

attitude (φ θ ψ). As can be seen in Fig. 3.3, the roll, pitch and yaw represent the rotations of

the vehicle-frame axis with respect to the navigation frame in the x-, y-, and z-axis respectively.

With this knowledge, the Earth gravitational force gn can be subtracted from the specific forces

fb, considering its deviation with respect to the direction of the Down coordinate in the navigation

frame. Finally, the result is integrated once to obtain the velocity, and the velocity is later integrated

to obtain the position. The output parameters obtained with the strap-down algorithm are the

position pneb of the vehicle in the n-frame, the velocity vneb and the attitude (φ, θ, ψ). The position
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Figure 3.4: Strap-Down Navigation Algorithm diagram (Groves, 2013)

results can be also expressed in other coordinate frames (Groves, 2013; Noureldin et al., 2013).

This is an explanation that can be completed with the complete strap-down navigation algorithm

shown in Figure 3.4.

Equations of Motion

The mathematical equations that define the motion of an object are called equations of motion

(Petovello, 2003). Following the approach described in Noureldin et al. (2013), the mecha-

nization equations in the n-frame can be written as:ṗneb
v̇neb
Ċn
b

 =

 vneb
Cn
b f
b − (2Ωn

ie + Ωn
en) vneb + gn

Cn
b

(
Ωb
ib −Ωb

in

)
 , (3.5)

where

Ωa
bc is the skew symmetric matrix of the rotation rate vector ωabc.

ωabc represents the rotation rate of the c-frame, relative to b-frame,

expressed in the a-frame

Cn
b represents the Direction Cosine transformation matrix (DCM).

(2Ωn
ie + Ωn

en) vneb is the Coriolis compensation

The DCM matrix in Eq. (3.5) is used to rotate the coordinates from the b-frame to the n-frame,

and can be constructed by means of the Euler angles Groves (2013).

Cn
b =

sin θ cosψ sinφ sin θ cosψ − cosφ sinψ cosφ sin θ cosψ + sinφ sinψ

cos θ sinψ sinφ sin θ sinψ + cosφ cosψ cosφ sin θ sinψ − sinφ cosψ

− sin θ sinφ cos θ cosφ cos θ

 (3.6)

Moreover, an overview on further rotation matrices that allow the transformation between coordi-

nate frames can be found in Farrell (2006).
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It can be seen in this section that the discussed mechanization equations do not provide any

information about the errors of the system. In practice, Kalman Filter (Kalman, 1960) algorithms

are used to estimate the filter errors to improve the performance. The full derivation of this

approach can be found in Noureldin et al. (2013) or Jekeli (2000).

Furthermore, it can be seen in Eq. (3.5) that the changes in the state are estimated. Thus,

initialization requires the specification of the initial values for position, velocity and attitude. Self-

alignment techniques use the inertial measurements together with knowledge about gn to align the

body to the n-frame (the system is then assumed to be stationary at a known position). For a

detailed overview on the self-alignment techniques, see Farrell (2006).

3.2.3 INS/GNSS Integration

On the one hand, inertial navigation is a navigation technique that provides the user with a high-

rate (above 100 Hz in most cases) continuous solution, invulnerable to jamming and interference.

However, it needs initialization and the solution degrades with time (Groves, 2013). On the

other hand, the GNSS (standalone) provide a stable solution with respect to time, that degrades

when the signal is affected by multipath, diffraction and obstruction. Therefore, the advantages

and weaknesses of both sensors are complementary, hence the combination of both techniques to

provide a high-rate, long-term accurate solution.

The architecture of the INS/GNSS integration methodology depends on how the corrections are

applied, and how the GNSS user equipment is aided by the INS, and the integration algorithm.

The most widely used architectures are as follows (Groves, 2013):

• In the loosely coupled INS/GNSS integration, the GNSS position and velocity solutions are

used as an input in the integration algorithm. In this technique, a non-linear Kalman filter

can be used in order to estimate the errors instead of the solution.

• A tightly coupled integration uses the GNSS pseudoranges and Doppler measurements as

inputs to the algorithm (also CP can be used). The advantage of this architecture with

respect to the loosely coupled one is that no position or velocity solutions are required, so

that it is possible to compute a solution with less than four satellites in view.

• In deeply coupled integration the GNSS and INS are no independent systems anymore, and

the GNSS measurements are used to calibrate the INS and at the same time the INS is used

to aid the GNSS receiver tracking loops during challenging conditions. The biggest advantage

of this method is that tracking loops can be designed with a higher rate, producing smaller

errors in the measurements.



3.3. Filtering Techniques 29

(a) Loosely coupled INS/GNSS integration (b) Tightly coupled INS/GNSS integration

Figure 3.5: INS/GNSS integration architectures

3.3 Filtering Techniques

In this section, theoretical background is introduced in order to understand the filtering techniques

used for the multi-sensor fusion algorithm proposed in this thesis.

3.3.1 Bayes Filter

The estimation methods described in Sections 2.1 and 2.2 are suitable for a static estimation of

deterministic unknown parameters. However, some information and stochastic characteristics of

the parameter to be estimated are known and should be considered in the estimation. For instance,

the position and/or velocity of a dynamic object at a certain time k depend on its previous states

(x0:k). Given the state vector x this situation can be expressed mathematically as

p(xk|x0:k). (3.7)

With the Bayesian rule, it is possible to compute the posterior probability distribution p(x|l)
(probability of obtaining x given a set of observations l) out of the available prior probability

distribution p(x) and the measurement probability distribution p(l|x) (probability of obtaining l

given x) as (Thrun et al., 2006):

p(xk|lk) =
p(lk|xk) · p(xk)

p(lk)
, (3.8)

where if xk is known, past and future data are assumed to be independent (Markov Assumption

(Thrun et al., 2006)).

The Bayes filter is defined as a recursive estimation. To derive the recursive Bayesian filter,

two assumptions are used: the states follow a first order Markov process, and the observations are
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independent from the states. Assuming lk as a set of observations l0:k = {l0, · · · , lk}, Eq. (3.8) can

be derived obtaining:

p(xk|lk) =
p(lk|xk) · p(xk)

p(lk)
(3.9)

=
p(lk, lk−1|xk) · p(xk)

p(lk, lk−1)

=
p(lk, lk−1|xk) · p(lk|xk) · p(xk)

p(lk, lk−1) · p(lk−1)

=
p(lk, lk−1|xk) · p(xk|lk) · p(lk−1) · p(xk)

p(lk, lk−1) · p(lk−1) · p(xk)

=
p(lk|xk) · p(xk|lk−1)

p(lk|lk−1)
.

As can be seen in Eq. (3.9) the Bayes filter is divided into two steps: prediction and update.

The prediction p(xk|lk−1) defines the knowledge of the model. The state transition model is used

to propagate the state from xk−1 to xk.

p(xk|lk−1) =

∫
p(xk|xk−1) · p(xk−1|lk−1)dxk−1 (3.10)

The update step, modifies the prediction at the state xk with the set of observations.

p(xk|lk) =

∫
p(lk|xk) · p(xk|lk−1)dxk (3.11)

3.3.2 Kalman Filter

The Kalman Filter (KF) (Kalman, 1960) is a type of Bayesian filter where the prior and posterior

probability functions are represented by multivariate Gaussian distributions such as:

N(x;µ, σ) =
1√
2πσ

· e−
1
2
·(x−µ

σ )
2

. (3.12)

Let us assume the following linear discrete-time system

xk = Φk−1xk−1 + Γk−1uk−1 + wk−1 wk−1˜N
(
0,Qdk−1

)
(3.13)

lk = h(xk) = Hkxk + vk vk˜N (0,Rk) (3.14)

where xk is the state vector, uk−1 is the known control input vector, lk is the measurement vector,

Φk−1 is the state transition matrix, Γk−1 is the input control matrix, Hk is the measurement model

that links the states to the measurements, Qdk−1 is the process noise covariance matrix, wk−1 and

vk are the process and measurement noise vectors (Farrell, 2006; Simon, 2006).

Taking into account Eq. (3.13), the process noise can be defined as

wk =

∫ k

k−1
eF(k−λ) ·Λ(λ)w(λ)dλ, (3.15)
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Figure 3.6: Graph of the KF state-space model

where Λ(λ) is the stochastic input matrix matrix, F is the time continuous representation of the

Φ matrix, Q is the process noise matrix, and λ is an integration variable. Assuming that w is a

white noise process, the matrix Qdk = cov(wk) can be computed as

Qdk =

∫ k

k−1
Φ(k, s)L(s)Q(s)LT(s)ΦT(k, s)ds. (3.16)

where L is the continuous-time representation of Λ.

As in the case of the Bayes filter, the KF estimation is carried out in two steps, prediction (a-

priori with the ’−’ superscript) x̂−k = E [xk|l1, l2, · · · , lk−1] and update (a-posteriori with the ’+’

superscript) x̂+
k = E [xk|l1, l2, · · · , ln] (cf. Figure 3.6).

Assuming that the initial state x̂0 and the initial covariance P+
0 are known, the linear form of

the prediction step can be written as:

x̂−k = Φk−1x̂
+
k−1 + Γk−1uk−1 (3.17)

P−k = Φk−1P
+
k−1Φ

T
k−1 + Qdk−1 (3.18)

where Qdk−1 is the process noise covariance matrix (Farrell, 2006). Now the measurement

update equations are derived by taking the lk measurements into account:

Kk = Pk−1H
T
k

(
HkPk−1H

T
k + Rk

)−1
(3.19)

x̂+
k = x̂−k + Kk

(
lk −Hkx̂

−
k

)
(3.20)

P+
k = (I−KkHk) P−k (I−KkHk)

T + KkRkK
T
k (3.21)

where I is the identity matrix and Rk is the covariance matrix of the measurements (equivalent to

the matrix W−1
ll in GMM Eq. (2.2)). Kk is the Kalman gain matrix, which shows the influence

of each measurement on the estimation of each state. Kk contains values between 0 and 1, the

values closer to 0 related with measurements having little effect on the state estimation, and values

closer to 1 related to measurements having strong influence on the state estimation (Thrun et

al., 2006).

3.3.3 Linearized Kalman Filter

Simon (2006) points out that all problems are ultimately non-linear. As a result, non-linear esti-

mators must be explored. In this section, the process to linearize a non-linear system is introduced,
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and then, the Kalman filter equations are used to estimate the deviations of a state with respect

to a nominal value.

First, the following non-linear system is considered (Simon, 2006):

ẋ = f(x,u,w, k) w˜N (0,Q) (3.22)

l = h(x,v, k) v˜N (0,Rk) (3.23)

where the system f(·) and measurement h(·) models are non-linear functions.

These functions are expanded around the nominal values for the state (x0), control (u0), mea-

surement (l0) and noise values (w0 and v0) by using Taylor series. The results obtained differ from

the nominal values due to mismodeling, disturbances or additional unexpected effects. After the

linearization with Taylor series Eq. (3.22) can be written as:

ẋ ≈ f(x0,u0,w0, k) +
∂f

∂x

∣∣∣∣
0

· (x− x0) +
∂f

∂u

∣∣∣∣
0

· (u− u0) +
∂f

∂w

∣∣∣∣
0

· (w−w0) (3.24)

≈ f(x0,u0,w0, k) +F ·∆x +G ·∆u +L ·∆w

l ≈ h(x0,v0, k) +
∂h

∂x

∣∣∣∣
0

· (x− x0) +
∂h

∂v

∣∣∣∣
0

· (v− v0) (3.25)

≈ h(x0,v0, k) +H ·∆x +M ·∆v

where the 0 subscript of the derivatives means that the derivation is carried out with respect to the

nominal value. This is crucial in order to differentiate it from the EKF for non-linear functions.

Given the model in Eq. (3.24), the prediction and update Eq. (3.17)-(3.21) of the KF for linear

problems can be rewritten as:

∆x̂−k = Φk−1∆x̂+
k−1 + Γk−1∆uk−1 (3.26)

Kk = Pk−1H
T
k

(
HkPk−1H

T
k + Rk

)−1
(3.27)

∆x̂+
k = ∆x̂−k + Kk

(
∆l−Hk∆x̂−k

)
(3.28)

where ∆x̂+
k is the deviation of the estimated state vector with respect to the true state vector and

∆l is the difference between the actual measurement and the nominal measurement. The final state

can be computed by applying (Simon, 2006):

x̂ = x0 + ∆x̂ (3.29)

Finally, the covariance prediction and update equations are dependent only on the measurements

and therefore can be computed with Eq. (3.18) and (3.21).

3.3.4 Extended Kalman Filter

The Linearized Kalman Filter (LKF) algorithm is based on the linearization of the non-linear

system around the nominal/a-priori state. For practical applications, the true state computation
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is a challenging task, and in any case the computation is never perfect. In the EKF, this problem

is tackled by performing the linearization around the filter estimate x̂.

Hence, the system model can be written as in Eq. (3.22), and the prediction step as in Eq. (3.17)

and (3.18). The update step in the estimation with an EKF can be achieved by executing the

following filter equations:

x̂+
k = x̂−k + Kk

(
lk − h(x̂−k , lk)

)
(3.30)

In the EKF, Φk−1, Γk−1 and Hk are not achieved as in Eq. (3.24) since the Taylor series are

expanded around the estimate x̂. Thus, these matrices can be computed as:

Φ =
∂f

∂x

∣∣∣∣
x̂+
k

Γ =
∂f

∂u

∣∣∣∣
x̂+
k

H =
∂h

∂x

∣∣∣∣
x̂−k

. (3.31)

In the EKF, the prediction state x̂−k is considered the best estimate based on the measurement

and system model information gathered up till epoch k. If the magnitude of the deviations between

the estimated and nominal states at some point is too large, the obtained values for Kk and P+
k

are close to 0. Taking into account the definition of Kk in Eq. (3.19), this situation means that

the observations used in the update step are ignored, and hence, the filter solution diverges.

3.4 Multi-Sensor Fusion

The automotive industry has developed and commercialized a wide spectrum of on-board sen-

sors, such as radar, laser scanner or stereo cameras, that enable identifying and reconstructing

the elements of the environment. The knowledge about the position of these sensors relative to

the surrounding elements of the environment can be fused with the previously described sensor

measurements for absolute positioning in order to increase the robustness of the solution. In this

thesis, measurements carried out with laser scanners and stereo cameras are considered. Hence, the

performance of these sensor measurements and the error sources that affect them are introduced

and discussed in this section. Finally, details about the two main algorithms available to perform

the sensor fusion are introduced.

3.4.1 Laser Scanner

Light Detection and Ranging (LiDAR) is a laser-based ranging system that measures the distance

to a target by analyzing the Time of Flight (ToF) of the reflected laser beams (Vosselman and

Maas, 2010). A laser scanner combines the emission of the laser beams with a controlled rotation,

capturing the distance to the elements of the surroundings. The devices that distribute the beams

in a single plane are 2D (or line) laser scanners, whereas the ones that consider an additional

perpendicular aperture angle are 3D laser scanners.

An overview of the precision of different 2D and 3D laser scanners can be found in de Ponte-

Müller (2017b). The laser scanner operates with an precision between some centimeters up to
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approximately 0.5 m in the range measurements. However, the environment characteristics and

weather conditions can degrade this performance. The angular precision varies depending on the

angular resolution, which is normally below 0.1o (de Ponte-Müller, 2017b).

Moreover, the performance evaluation of the ranging sensors is commonly associated to perception

capabilities as perception range, field of view or obstructions, which depend as well on the laser

scanner selected for the survey and the meteorological conditions.

3.4.2 Stereo Cameras

Camera-based solutions are crucial in order to collect complete and reliable information of the

environment (Förstner and Wrobel, 2016), that can be used to perform object detection, and

collision avoidance tasks in an autonomously driven vehicle. Using a pair of cameras, the 3D

reconstruction of a dynamic/static scene can be achieved. Although most of the techniques for

image positioning are computationally expensive, some algorithms for the 3D reconstruction of a

scene, or the 3D coordinates of an object run in real-time (Geiger et al., 2011).

While the ranging measurements carried out with the laser scanner show rather linear errors over

the distance, the precision of the 3D coordinates estimated with the cameras decreases quadratically

with distance, and they therefore increase from a few centimeters to several meters if the detected

object is far from the vehicle. These values also depend on the inner characteristics of the used

cameras, such as focal length (that constrains the horizontal and vertical aperture of the image

conic bundle) and the image resolution (pixel size). Setting aside the geometrical characteristics

of the measurements, the laser scanner is generally more suitable to determine the distance to the

elements of the environment, whereas the cameras provide additional qualitative information that

allows to (re-)identify objects. The cameras allow to determine the distance to the surrounding

elements too, but it is much more exposed to errors than laser scanners (due to the calibration,

dense matching, base length, distance to objects, etc.). Finally, the performance of both sensors

can be affected by the light and weather conditions, restricting its usage specially under fog and/or

precipitations (rain or snow).

3.4.3 Localization Versus Simultaneous Location and Mapping

The multi-sensor fusion concept is based on the combination of different sensor measurements in

order to overcome the flaws of each individual sensor. A common approach is to use ranging

sensors to map the environment and measure the relative position of the vehicle with respect to

the elements of the environment in order to increase the robustness of the INS/GNSS integrated

solution. The inclusion of a map as prior knowledge allows the estimation of the complete pose

of the vehicle by matching the map features with the detected ones in what is called localization

problem. If no prior knowledge about the environment is included, the vehicle must be able to build

the map of its environment while simultaneously localizing itself, in what is called Simultaneous

Location and Mapping (SLAM) approach.
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Figure 3.7: Localization and SLAM concepts using an EKF approach. The position of the robot is color-

coded by the epoch in order to improve the readability. In both graphs, the superindex 0 indicates

the nominal position of either the robot or the landmarks.

Let us assume that the 2D pose (xk = [xv yv ψ]T ) of a robot is to be estimated in an environment

with three landmarks using an EKF algorithm as the one presented in Section 3.3.4. In the

localization approach, the landmark coordinates lmi = [xlm ylm]Ti are assumed to be known. Thus,

the predicted state solution x̂−k can be corrected by measuring the relative position of the robot

with respect to these landmarks, obtaining a more accurate and precise solution x̂+
k .

In the SLAM approach, the landmark coordinates are assumed to be unknown. Hence, the

ranging sensor measurements are used to determine their relative position with respect to the

vehicle. Here, it is worth mentioning that the ranging measurements yield the relative position

of the landmark with respect to the sensor in its own sensor frame. These coordinates must be

transformed to the global frame selected for the absolute position and orientation of the vehicle

in order to carry out the correction. Then, the relative positioning nature of the ranging sensors

causes the uncertainty in the predicted position of the vehicle to be transferred to the position

estimation of the landmarks. Hence, as opposed to the localization problem, the landmark position

is estimated in the update step of the EKF, and their uncertain positions are simultaneously used

to correct the predicted state (cf. Figure 3.7). Given the simultaneous 2D estimation of vehicle

and landmark positions, the state vector can be written as:

xk = [xv yv ψ |xlm1 ylm1 xlm2 ylm2 xlm3 ylm3 ]T (3.32)

where the suffix v refers to vehicle and the suffix (lm) refers to the landmarks. The recursive simul-

taneous estimation in consecutive epochs produces a decrease on the uncertainty of both landmark

and vehicle positions, if the measurements are accurate enough to prevent the estimated trajectory

from diverging from the nominal trajectory (the updated position of the robot is always closer to

the nominal position in Figure 3.32). In 3D cases, the state vector must be obviously adapted to

the consideration of zv and zlmn components, as well as the remaining attitude parameters (i.e. φ

and θ).

Finally, full mathematical examples of single-robot localization and SLAM problems can be found

in Thrun et al. (2006).
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4 State of the art in Collaborative Positioning

4.1 Introduction

Collaborative positioning is a technique in which the quality of the Position, Navigation and Timing

(PNT) solution of a group of vehicles is enhanced by performing relative measurements between

each other or to the elements of the environment (Murray, 2007). The relative localization between

agents in a navigation scenario is a crucial piece of information in order to improve the performance

of ADAS, that are designed in order to increase the safety and efficiency of driving, and rely on

three pillars: perception, processing and actuation (de Ponte-Müller et al., 2016).

In order to improve the perception of the system, exteroceptive sensors are normally mounted

on the vehicles (e.g. laser scanner or vision-based sensors). These sensors enable the detection

and tracking of the elements of the surroundings. However, they show significant weaknesses. For

instance, the ranging sensors have a limited perception range, and the measurements are easily

obstructed. In order to overcome these limitations, collaborative techniques can be used.

As stated in the introduction of this document, the navigation situation where a group of vehicles

navigate in a certain area, and where information about the relative pose between vehicles can be

computed, is understood as a network. Within this networked navigation techniques, de Ponte-

Müller (2017b) makes a distinction between cooperative and non-cooperative techniques. In this

work, the author considers an algorithm to be collaborative/cooperative if the vehicles involved

are taking part actively in the creation of a link measurement or a communication scheme between

each other. For instance, the situation in which a vehicle serves as a reflecting surface for the

ranging measurements taken from another vehicle is considered to be a non-collaborative passive

technique, because the data must be segmented and clustered into objects that can later be used

as landmarks in order to aid the positioning of the vehicle. In collaborative approaches based on

V2V communication, the position information is directly computed at each vehicle, so the task to

detect and identify other vehicles disappears. Hence, the laser scanner or stereo camera are by

themselves non-collaborative sensors, according to this classification.

In this section, we start with an overview of the different available communication architectures,

where we introduce some modern techniques for feature extraction using the available sensors in

the i.c.sens project (Schön et al., 2018), and that can be used to achieve collaborative positioning

with these ranging sensors. Then, modern state-of-the-art solutions for collaborative navigation

scenarios are introduced and discussed in detail, classifying them depending on the main sensor

used in the algorithm. Lastly, the available simulation technologies are introduced, crucial for the

research carried out within the scope of this thesis.
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4.2 Communication Architectures

In order to implement collaborative positioning approaches, an efficient communication architecture

has to be defined. Kokuti et al. (2017) reviewed the field enumerating three bidirectional Vehicle

to everything (V2X) architectures: Vehicle to Vehicle (V2V), bidirectional V2P, and V2I.

Vehicle to Vehicle (V2V): The V2V communication is established in order to share informa-

tion between the road vehicles in a certain area. Harding et al. (2014) contain the basic safety

information that vehicles should share in order to facilitate warnings to the drivers concerning

impending crashes. The European standard for V2V communications is the ITS-G5 (Intelligent

Transport Systems , ITS), developed from the American IEEE 802.11., and contains position,

velocity and heading information in the message. This architecture is typically used in the so-

called Vehicular Ad-Hoc Networks (VANET) (Hartenstein and Laberteaux, 2010), where the

vehicles transmit data between each other, providing useful information in order to improve the

performance of the navigation algorithm and to overcome the extereoceptive sensor limitations.

Moreover, available feature extraction and urban scenario modeling algorithms allow to compute

the V2V relative positioning between the detected and the ego vehicles using laser scanner (Fayad

and Cherfaoui, 2007; Lindner and Wanielik, 2009) or vision-based approaches (Coenen and

Rottensteiner, 2019; Li et al., 2018). The knowledge achieved with these methodologies allows

the simultaneous estimation of the pose of vehicles.

Vehicle to Pedestrian (V2P) and Pedestrian to Vehicle (P2V): The link between the

vehicles and the pedestrians is crucial in order to increase the safety of the pedestrians. Pedestrian

safety solutions can be sensor based (Nguyen et al., 2019; Gamdhi and Trivedi, 2007) or

communication based (Bagheri et al., 2014). Given the vulnerability of the ranging sensors (e.g.

limited line of sight), more research and interest is being directed towards the investigation of V2P

solutions based on wireless communication (i.e. LTE or 5G), although the communication latency

increases, affecting the accuracy and precision of the results.

Vehicle to Infrastructure (V2I) and Infrastructure to Vehicle (I2V): The aim of the V2I

communications is to establish a connection between the fixed elements of the environment and the

vehicles. As a result, the information of the urban furniture designed in order to regulate traffic can

be shared in advance with the vehicles so that they can react to the events, maximizing the efficiency

of the traffic flow and ensuring a safe reaction to hazardous episodes (5GAA, 2016). An example

of WLAN-based positioning fused with GNSS measurements can be found in Schlingelhof et

al. (2008).

In addition, multi-sensor systems are able to capture and classify the information of the envi-

ronment. This information is usually associated with map information known a-priori in order to

improve the available algorithms for autonomous navigation, specially in urban areas.
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4.3 Collaborative Positioning

Collaborative positioning relies on the availability of the architectures introduced in Section 4.2 for

the vehicle communication within a VANET in order to overcome the limitations of multi-sensor

solutions. The interest in the collaborative techniques has grown considerably in recent years, being

considered in the navigation and robotics fields as a powerful approach to increase the robustness

in the positioning solution specially in harsh or GNSS-denied environments (e.g. urban canyons,

tunnels, highly covered vegetation areas, indoor, etc.). This motivated the development of many

algorithms where the information from different sensors is fused and/or shared.

4.3.1 GNSS Collaborative Positioning Approaches

Numerous methodologies focus on the improvement of GNSS standalone solutions by sharing in-

formation between receivers.

First, it is worth mentioning that the Differential GNSS techniques explained in section 3.1.1

could be considered a real-time collaborative positioning technique, since a base station sends the

corrections to be applied at the rover in order to mitigate the effect of the error sources that affect

the signal propagation. Although expecting a weaker solution due to the changing position of

the master, this technique can be adapted to a setup with at least two rovers (moving baseline).

Understanding the vehicles equipped with GNSS receivers in a collaborative scenario as rovers,

one vehicle with specially bad satellite visibility or in severe multipath conditions (target vehicle)

can benefit from other vehicles of the surroundings that find themselves in more favorable signal

reception conditions (aiding vehicle) by receiving shared pseudorange measurements from them

(de Ponte-Müller et al., 2014; Tahir et al., 2019). Additional collaborative approaches for

the derivation of absolute positions are presented in Berefelt et al. (2004) and Roth et al.

(2012).

Also, some algorithms discuss the fusion of GNSS measurements with laser scanner (Soloviev,

2008) and vision-based sensor measurements (Laneurit and Blanc, 2003). However, the usage of

ranging or visual-based solutions requires that the vehicles find each other in Line-of-Sight (LOS).

In collaboration, both Alam et al. (2011) and Minetto et al. (2019) discuss the usage of

Direct Short Range Communication (DSRC) in order to achieve real-time communication between

agents. Although this methodology has a contained time delay as an advantage, it also requires

that the vehicles are in LOS. This problem is tackled in Minetto et al. (2019) by developing a

cooperative approach that relies on the GNSS observations and network connectivity in order to

extract inter-vehicular distances even in the non-Line-of-Sight (NLOS) situations.

Furthermore, the fact that collaborative approaches are specially powerful in urban areas lead

towards the consideration of maps or digital terrain/elevation models in order to aid the com-

putations and improve the positioning (Strandjord and Axelrad, 2018; Choe et al., 2018;

Toledo-Moreo et al., 2009).
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Last but not least, a collaborative approach used in order to improve the ambiguity resolution

in RTK approaches (see section 3.1.1) using V2V DSRC communications is presented in Ansari

et al. (2013).

4.3.2 Inertial Measurement Collaborative Positioning

In many navigation problems, the inertial measurements are used simply as part of the INS/GNSS

integration (see Section 3.2.2). At the same time, the obtained solution is used as an intermediate

step in order to assign global coordinates to other relative positioning sensor measurements (laser

scanner, radar, etc.). Also, specially the angular rate measurements describe the relative movement

of the body with respect to the selected global frame. This means that part of the solution is only

suitable for the computation of the ego/target vehicle solution. As a result, the interest towards

investigations where inertial measurements are shared in a collaborative approach is almost non-

existent.

However, it is worth mentioning the research carried out by Cucci and Skaloud (2019) where

the understanding of networked navigation has a different interpretation than in the previously

summarized literature, or this document. In this research, the dynamic network is defined by the

interpretation of the discrete poses of a device (UAVs in this case), and/or the GNSS measurements

used to prevent the solution from drifting. Then, the links are defined by the dependencies between

nodes (poses or measurements), establishing in this way a graph where the relation between poses of

consecutive epochs are defined by the inertial measurements. These dynamic networks are studied

also in Colomina and Blázquez (2004), and the approach is known as pose-graph optimization

in the robotics field (Indelman et al., 2013).

The major advantage of this methodology is that the adjustment is carried out in a single

least-squares step (non-recursive), and hence all the methodologies described in section 2.3 could

be applied to optimize the dynamic network. Nevertheless, the estimation of all inertial sensor

observations (normally high-rate sensors easily have over 100 Hz) in a Batch Least-Squares (BLS)

algorithm, leads to the consideration of a large number of unknowns, and hence to a computation-

ally expensive task that constrains its usage in real time.

4.3.3 Collaborative Positioning with Laser Scanner

As stated before, the majority of navigation solutions combine the GNSS/INS integrated solution

with additional sensors that provide rich information about their environment. The laser scanner

(see Section 3.4.1) gives information about the relative positioning of the vehicle with respect of the

fixed and dynamic surrounding elements. Then, complex point cloud segmentation algorithms are

used in order to extract semantic information from the point cloud. This task consists of assigning

a certain class to subsets of points so that objects can be identified. Taking this into account, it is

possible to use the laser scanner to compute the relative positioning to other vehicles, pedestrians

and/or to the different fixed elements of the environment, depicting a dynamic network situation.
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Howard et al. (2002) describes a collaborative algorithm applying a maximum likelihood

estimation using only the robots themselves as landmarks. This theoretical implementation is

validated with an experiment where a laser scanner is used to compute the V2V measurements

and establish the dynamic network. The maximum likelihood estimation algorithm is also used

in Thrun et al. (2000) where 2D laser scanners are used in order to build large maps by fusing

information collected with multiple hierarchically classified robots. In this approach, a robot uses

its laser scanner measurements to localize itself in the map of the leader. Thrun (2001) also

discusses the fusion of maps obtained from laser scanners placed in different robots using a maximum

likelihood estimation. In addition, Martinelli et al. (2005) describes an approach to solve the

simultaneous localization of a group of robots by using relative measurements. Although not

specifying the type in the paper, the algorithm can be applied using laser scanner measurements.

As an alternative to the localization approaches, collaborative SLAM methodologies using laser

scanners are also studied in Koch et al. (2016), Mourikis and Roumeliotis (2006) and Zhou

and Roumeliotis (2006).

4.3.4 Collaborative Positioning with Vision-Based Sensors

Similar to laser scanners, vision-based sensors allow to obtain a 3D point cloud as a result of the

reconstruction from a pair of stereo images or from a set of consecutive images (bundle adjustment).

Thus, if inter-vehicle communication schemes are available, collaborative approaches can be applied

in order to aid both the localization of the vehicle and the mapping of the environment.

Piasco et al. (2016) discuss a collaborative methodology where stereo vision is used for the

localization of a fleet of micro-air vehicles equipped with monocular cameras. Then, a formation

scheme is proposed in order to maximize the necessary overlapping areas to guarantee stereo vision.

A similar approach is proposed in Achtelik et al. (2011) where the relative pose of two robots

is retrieved in real-time combining the advantages of both stereo and monocular vision to obtain

a stereo rig. In addition, Oleynikova et al. (2015) propose a localization approach where

an aerial robot and a ground robot locate themselves within a previously built map. A similar

decentralized approach is presented in Zou and Tan (2013) where a collaborative SLAM is tested

for collaborative mapping of both dynamic and static environments.

A disadvantage of the previously introduced approaches is that the robots do not share the self-

collected data with each other, restricting the efficiency of the 3D reconstruction. This problem

is tackled in the approaches by Vidal-Calleja et al. (2011) or Guo et al. (2018), where the

area is collaboratively mapped using robots and UAVs. These methodologies are based on the

individual acquisition of submaps by each robot, and the posterior fusion in a common map using

co-observations or additional measurements (e.g. GNSS measurements). This results in an increase

in accuracy and precision of the generated map that at the same time increases the precision and

accuracy of the robot team localization.

Large amounts of research are being carried out using SLAM techniques, since the environment

recognition, used in order to aid the ego motion and vehicle localization is key to enable autonomous
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navigation. Here, Schmuck and Chli (2018) introduce a centralized algorithm where a team

of robots is equipped with monocular cameras, a processing board and a communication unit.

The centralized architecture allows the estimation of the potentially large amount of information

collected by the robots in a server with bigger computational capabilities. Additional literature

that provides information about vision-based centralized SLAM can be found in Riazuelo et al.

(2014), Morrison et al. (2016) and Karrer et al. (2018).

Although the centralized algorithms are suitable in order to assure data consistency, decentralized

approaches are needed in a lot of tasks, since the large amounts of data collected do not have to

pass through a central server. In this way, only the most critical data are sent to the central server.

Decentralized algorithms with vision-based SLAM methodologies are discussed in Cunningham

et al. (2013), where each robot performs a full SLAM or in Dong et al. (2015) and Solà et

al. (2008) where Unmanned aerial vehicles (UAVs) are considered.

Lastly, Bryson and Sukkarieh (2009) discuss the implementation of an inertial SLAM algo-

rithm for multi-vehicle UAVs approaches, in both centralized or decentralized approaches. The

results are introduced by means of simulation experiments.

4.3.5 Collaborative Positioning Using Other Sensors

The previous sections contain a literature review on state-of-the-art collaborative approaches where

the sensors considered in the approach presented in this thesis are discussed. However, a large

number of collaborative approaches that build upon the usage of a sensor or communication scheme

are not described. Given the extended use of Radio Detection and Ranging (RADAR) and Ultra-

wide band (UWB) ranging measurements in CP, some relevant literature is briefly compiled in this

section.

RADAR techniques allow to estimate the V2V links by measuring the Received Signal Strength

(RSS) of a signal transmitted from another vehicle. Parker and Valaee (2007) discuss a coop-

erative approach where RSS and velocity measurements are combined. In addition, de Ponte-

Müller et al. (2016) propose a decentralized fusion framework in which cooperative positioning

information is fused with on-board RADAR measurements, showing very good accuracy in vehicle-

to-vehicle line-of-sight situations.

Ranging using UWB signals offers an alternative to GNSS in local positioning, specially in GNSS-

compromised or GNSS-denied environments (Wymeersch et al., 2009; Petovello et al.,

2012). UWB measurements allow to measure the relative position between nodes with a short-time

window of deployment, which makes it suitable for the definition of an ad-hoc network (Koppanyi

et al., 2018). Also, UWB technology offers highly accurate timing properties and the signal

can travel through walls and other objects, so that it serves as the perfect complement to GNSS

positioning. In Wang et al. (2016), a tightly-coupled GPS/UWB/INS cooperative positioning

scheme based on KF estimation supported by V2I communication is presented.
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4.4 Simulation Technologies

In the course of this thesis, the performance of the designed filter is tested. In multi-sensor sys-

tems, it is interesting to not only evaluate the performance of the filter in terms of the statistics

introduced in Section 2.3.1 (e.g. accuracy, precision or intetriy), but also in terms of processing

capabilities as well. In general, the evaluation of the latter is done relative to the sensor combi-

nation selected. However, the wide variety of available sensors necessitate to select the optimum

processing parameters that maximize the process efficiency.

Obviously, the evaluation of different sensor combinations in field testing would be expensive,

and potentially unsafe, not only for the staff involved in the experiments, but also in terms of

data collection and storage. To overcome these difficulties, an evaluation is carried out using a

simulation environment.

Yet, simulations that contain statistical methods normally rely on random samples, sometimes

following a particular distribution (Gentle, 2003). In this thesis, a random number generation that

generates samples fulfilling a uniform or normal distribution is used to generate the measurement

errors, amongst other simulation variables (see Chapter 6). Thus, in order to mitigate the effect that

a particular random distribution might have on the estimation, Monte Carlo simulation techniques

are applied.

4.4.1 Simulation Environments: Overview

Nowadays, the collaborative navigation field is being explored in detail, conducting research in

different directions (e.g. traffic flow analysis, efficiency and reliability of ADAS, and/or ego-

vehicle perception and navigation solution) aiming to improve the performance of the existing

methodologies for autonomous driving. Nevertheless, regardless of the research target, the realiza-

tion of experiments in the design process of collaborative navigation components or algorithms is

in general costly and hazardous in specific situations. Moreover, navigation algorithms normally

contain factors with a random character that are vulnerable to the explicit characteristics of the

experiment. Hence, a simulation environment that helps to cost-effectively and safely reproduce a

wide spectrum of realistic schemes in order to evaluate the performance of different sensor setups

and configurations under different environmental situations is developed.

The design of a collaborative navigation simulation tool is a complex task that must consider the

generation of vehicle dynamics, and measurements performed with the sensors described in chapter

3 (GNSS, IMU, laser scanner and stereo cameras). Also, environmental models are studied in order

to supply the necessary realism to the GNSS and relative positioning measurements. Furthermore,

the inter-vehicle V2V measurements simulation is an imperative task in order to analyze various

CP scenarios.

With this preconditions in mind, it is very challenging to find a suitable available simulation

environment to fulfill the ultimate target of this thesis, without a significantly large amount of

effort in its complete adaptation to our problem. However, simulation environments for the indi-
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vidual components are discussed in numerous research articles, and also proposed as commercial

products. First, simulation methodologies are frequently used in order to analyze the behavior of

GNSS in a wide range of situations. For example, Lee et al. (2008) show a multi-GNSS simu-

lation system developed to mitigate multi-path and improve the accuracy of the GNSS solutions.

In addition, Hewitson and Wang (2006) propose the usage of GNSS simulators to analyze the

integrity performance of multi-constellation GNSS. Moreover, commercial packages such as Spirent

GNSS Simulator1 or Bernese GNSS Software2 which contains an option to simulate GNSS mea-

surements and clock corrections, are convenient to perform a PPP estimation. Second, simulation

and post-processing approaches for positioning using inertial measurements are presented on Jwo

et al. (2014), Görcke et al. (2013), Giroux et al. (2003), and Gade (2005). These ap-

proaches solve the IMU navigation equations (Eq. 3.5) by first generating a set of values for the

specific forces (output from the accelerometers) and angular rates (output from the gyroscopes)

using the methodology presented in Section 3.2. Also, Parés et al. (2015) discusses the inertial

measurement generation from a set of waypoints. Although these works represent valid simulation

methodologies, they only consider the processing of a single sensor measurement type (only GNSS

or only IMU), and neither the environment, nor inter-vehicle measurements are contemplated.

Zhang et al. (2018) uses 3D city models in order to overcome the GNSS limitations in urban

canyons using a collaborative approach, although no further sensor measurements are contained in

the simulation.

Regarding collaborative simulation tools which contain all of the previously mentioned simulation

components, Tideman and van Noort (2013) introduce PreScan3 and ITS Modeller as commer-

cial simulation tools for connected vehicle systems. PreScan allows the user to model the vehicle

dynamics, sensor measurements, V2X communications (Kokuti et al., 2017), environment char-

acteristics and weather conditions to evaluate the connected vehicle systems. Additional projects

as PreDrive C2X4, Drive C2X 5, SAFESPOT 6 and CVIS7 are also involved in the model built up

and evaluation of collaborative systems.

In the simulation methodology developed and presented in this thesis, the following contributions

are made. First, it offers four different approaches for the simulation of trajectories. These are

built upon existing work such as Giroux et al. (2003) or Parés et al. (2015), but additional

features are used to provide a realistic representation of the vehicle paths. In this direction, the

availability of open source GIS external software, Digital Terrain Model (DTM) and maps enable

georeferencing designed trajectories, and hence, achieving a realistic maneuver distribution and an

authentic geometric relation between the vehicle and the elements of the environment. Second,

the approach contains three possibilities to model the environment: (i) by digitizing it using an

external software (as with the trajectories); (ii) by using a 3D City Model with Level of Detail-28;

1Spirent GNSS Simulator: https://www.spirent.com/
2Bernese GNSS Software: http://www.bernese.unibe.ch/docs/DOCU52.pdf
3PreScan: Simulation of ADAS and active safety. https://tass.plm.automation.siemens.com/prescan
4PreDrive C2x: https://www.fokus.fraunhofer.de/9f9e1f7a72e07755
5Drive C2X: https://connectedautomateddriving.eu/project/drive-c2x/
6SAFESPOT: http://www.safespot-eu.org/
7CVIS: http://inv.ccinshae.gob.mx/
83D City Model 2017. https://opengeodata.hannover-stadt.de/Stadtmodell_Hannover_CityGML_LoD2.zip

https://www.spirent.com/
http://www.bernese.unibe.ch/docs/DOCU52.pdf
https://tass.plm.automation.siemens.com/prescan
https://www.fokus.fraunhofer.de/9f9e1f7a72e07755
https://connectedautomateddriving.eu/project/drive-c2x/
http://www.safespot-eu.org/
http://inv.ccinshae.gob.mx/
https://opengeodata.hannover-stadt.de/Stadtmodell_Hannover_CityGML_LoD2.zip
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(iii) by using a pre-aligned terrestrial laser scanner point cloud. The usage of aerial based LiDAR

point clouds is restricted to low flying heights, where most of the building facades are recorded. The

missing lower parts of the buildings would limit its applicability in simulations for ground-driven

vehicles. Third, the GNSS, IMU, laser scanner, and stereo camera measurements are simulated.

Additional sensors (e.g. odometer, radar, etc.) regularly used in multi-sensor fusion are omitted in

this thesis due to their unavailability within the i.c.sens project. Futhermore, the inter-vehicle V2V

measurements are included in the system, exemplarily by computing GNSS baselines (see Eq. 3.4),

given that the vehicles are assumed to be equipped with GNSS receivers. Finally, the generated

measurements are fused in the proposed Collaborative-Extended Kalman Filter (C-EKF), which

operates as a common EKF where the state parameters from a group of vehicles are simultaneously

estimated.

The general description of the simulation framework defined in the previous paragraph entails

an improvement with respect to collaborative simulation engines (such as PreScan) for the purpose

of this thesis. PreScan offers the possibility for the user to recreate an environment by selecting

elements of the urban furniture and buildings from libraries. Although the library contains a

wide spectrum of elements, they must be individually selected to build up the scenario. This

methodology is suitable if the simulation intends the evaluation to take place in a narrow area (e.g.

for the evaluation ADAS in urban intersections), but becomes arduous for large-scale urban areas.

In the simulation approach presented in this document, the environment can be modeled in three

different ways depending on the target of the study (see Section 5.1.2). Also, PreScan enables the

measurement generation using libraries that contain certainly a wider range of real commercial

sensor geometries. However, in this thesis, the measurement geometry is often designed for a

specific target, mitigating the importance of a larger availability.

In the present case, the situation described by the vehicles, landmarks and measurement distri-

bution depicts a dynamic network. The versatility and potential of the tool is assessed by using it

in a wide variety of scenarios with the challenge to evaluate the behavior of the dynamic networks

regarding the navigation performance metrics described in Section 2.3.1.

4.4.2 Monte Carlo Methods

In any adjustment, the uncertainty of the estimated parameters is influenced by the uncertainty of

the variable inputs through the functional model (e.g. Eq. (2.1) or (3.23)). In dynamic systems

and KF estimations, an additional source of uncertainty on the motion model must be considered

for the state estimation (e.g. Eq. (3.22)). Given that all these variable inputs cannot be completely

described in a deterministic way, a stochastic model must be defined. Here, the uncertainty on the

measurements is quantified using VCM and standard deviations.

The distribution of the uncertainty can be assumed to be known (probabilistic approaches) or

unknown (interval mathematics). In either case, the simulation of an error contains always a part

of randomness that produces effects which might affect the interpretation of the results.
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This problem can be tackled by using Monte Carlo (MC) simulation (Gentle, 2003). These

methodologies rely on the generation of artificial sets of samples within a defined domain and

under an assumed distribution, spacing the samples throughout the complete range of possible

situations in which a real case scenario might fall into. With this in mind, MC techniques are

applied in this thesis mainly in two different ways.

1. The measurement error is generated randomly with the selected standard deviation. Thus,

the filter is repeated a number of times so that the epoch-wise span of error magnitudes is

covered.

2. The standard deviation values selected for the process and measurement noise generation

define the uncertainty on the estimated parameters. These parameters are selected in accor-

dance with real sensor characteristics. Nevertheless, the wide availability of sensors and both

its geometrical and physical characteristics, make the task to relate the sensors performance

to a certain precision difficult. Thus, the interval between a theoretical high-end and a low-

cost sensors can be characterized, in this way establishing the limits of the multi-dimensional

space defined by the precision range of each sensor considered. Subsequently, samples are

generated within the defined parameter space, obtaining numerical results (scores) that help

to identify the regions of the parameter space that produce optimum results.

The number of samples varies depending on the type of simulation, and it might be heavily

constrained by the computational efficiency of the adjustment. In multi-variate simulations, the

number of runs can be quite large, and together with the fact that the process might be already

computationally expensive, might lead to unachievable simulation times. In this cases, MC sampling

can be used in order to generate the samples in a supervised way, using pattern recognition within

the set of scores obtained with previous samples or basing the sample generation by means of the

obtained Probability Density Function (PDF) with the scores. However, these techniques always

lead to situations of parameter space under-sampling, which under the assumption of unknown

error distribution might be insufficient for the adequate posterior accuracy assessment. For example,

integrity risk analysis that focuses on events with low probabilities would need a complete parameter

space sampling in order to guarantee justifiable conclusions.

4.5 Discussion

In this chapter, the state-of-the-art methodologies in collaborative navigation approaches were

surveyed, classified in terms of their main sensor used for the collaboration. In the scope of this

thesis, collaborative navigation is achieved by interconnecting the vehicles with GNSS baselines

(moving baselines). This methodology differs slightly from the ones discussed in Berefelt et al.

(2004) and Minetto et al. (2019). Both publications contain methodologies where the pseudo-

ranges are shared in order to achieve a higher satellite visibility and more accurate corrections.

Nevertheless, in the estimation proposed in this thesis, the GNSS observations are not introduced

by means of the well-known GNSS observables discussed in Section 3.1.1, but as directly obtained

positioning solution in the target reference frame. Here, satellite geometry information can be
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introduced as prior-knowledge in order to generate a GNSS measurement noise model taking into

account the satellite geometry (with periods of signal outage as well). In absence of this information,

the GNSS observations are generated under the assumption that there are always more than four

satellites in Line-of-Sight (LOS). Subsequently, since the V2V measurements are generated as

a function of the GNSS positioning (see Eq. (3.4)) the errors in both measurement types are

proportional.

Moreover, the reviewed literature can be classified using additional criteria. Regardless of the

sensor architecture used, the presented approaches can be also classified in terms of the estimator

type and the implementation strategy. These additional classification strategies add a diverse point

of view, that is useful in order to justify the strategy pursued in this thesis. Most of the approaches

that apply exteroceptive sensors use a Bayesian inference-based estimator. On the one hand, most

of the SLAM algorithms where information collected from several vehicles (robots or UAVs) is

used in order to improve the mapping and localization task are KF-based (Piasco et al., 2016;

Achtelik et al., 2011; Vidal-Calleja et al., 2011). On the other hand, maximum likelihood

estimation is used, although more often in localization approaches like Howard et al. (2002)

and Thrun (2001). Less frequent is the application of BLS in collaborative approaches (Guo

et al., 2018; Garcia-Fernandez and Schön, 2017), given its limited applicability in time-

variant, dynamic operations. Alternatively, the discussion regarding the implementation strategy

divides the issues between centralized and decentralized methodologies. The principal advantage

of centralized algorithms is that it facilitates ensuring data consistency. However, this means that

the data collected with several vehicles (generally, large amounts of data) must be processed within

a central server, limiting its application in estimations with numerous vehicles.

Given this background, the algorithm developed in this thesis for the study of dynamic networks

is implemented as a centralized C-EKF since the KF-based estimation enables the modeling of

the vehicle dynamics (normally described by continuous differential equations) in the prediction

step, and the discrete time measurement equations in the update step. Then, the network is

characterized considering elements of the environment geo-location as known (localization) and

unknown (SLAM) in order to evaluate the differences between both methodologies. Also, in the

above mentioned literature, the laser scanner and stereo/monocular camera observations are rarely

combined due to the difficulties that arise from the combination of large amounts of data. This

problem could be tackled by the implementation of a decentralized approach (Cunningham et

al., 2013; Dong et al., 2015). Nevertheless, a decentralized algorithm would split the task to

estimate the pose of each node in separated estimators, complicating the assessment of the data

consistency. As a consequence, the decentralized algorithm is considered to be more suitable for

a local analysis (e.g. the benefits that a group of aiding vehicles infer on the ego vehicle) than

for a global evaluation of the dynamic network performance (overall network analysis). Therefore,

the centralized approach is the selected strategy. Subsequently, the problems that emanate from

the high amount of data are handled in the simulation by reducing the number of observations

with respect to real cases. In this way, a more moderate computation is achieved, together with a

generally less overoptimistic set of observations obtained from the usage of a too generalized model

of the environment (outliers, reflections and occlusions are not considered, see Section 5.1.2).
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Finally, it is worth to remember that the selected estimator is designed and implemented in order

to aid the understanding of the dynamic network response with respect to changes in its geometrical

and observational characteristics. Hence, the research idea differs slightly from the typical design of

engineering components, where additional factors of the algorithm performance must be discussed,

and compared with the current state-of-the-art methodologies. For this reason, only the qualitative

synergies with the methodologies of this section were discussed.
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5 Simulation Framework for Collaborative Scenarios

In this thesis, the response of dynamic networks with respect to changes in its configuration and

the impact of CP with respect to single-vehicle positioning is evaluated. Also, methodologies to

determine the optimum sensor configuration and processing parameters are developed based on

Monte Carlo techniques. To achieve this goal, a simulation tool for collaborative scenarios is

designed and implemented using Matlab (2019) software.

In this chapter, the main components of the simulation framework are discussed in Section 5.1.

Subsequently, a sample run of a novel collaborative navigation scenario is designed in order to

show the versatility of the developed simulation framework by comparing the results obtained

using localization and SLAM approaches (cf. Section 5.2). In the evaluation, the strengths and

weaknesses of the estimation are also assessed in order to point out the most important details to

be evaluated more specifically in the following chapters.

5.1 Design and Implementation

In this section, different factors and steps needed to implement a simulation tool for collaborative

navigation are discussed. The structure of the simulation tool is divided into four steps (see Figure

5.1): generation of trajectories, environmental model selection, generation of measurements and

sensor measurement fusion algorithm.

5.1.1 Vehicle Trajectories Simulator

In this approach, trajectories consisting of attitude, position, velocity, angular rates and acceleration

can be generated using different approaches.

Velocity and Attitude Time Series

Giroux et al. (2003) propose the generation of a trajectory starting from a set of data points

that represent a flight profile. These data points contain information about the airspeed (velocity),

attitude (Euler angles), angle of attack and angle of side-slip of the aircraft at different times. This

situation is transferred to land-based vehicles.
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Figure 5.1: Overview of the developed simulation framework. The diagrams only show one vehicle for sim-

plicity although n sets of measurements and trajectories can be simulated.

vbk = [vx 0 0]T , Ψn
bnk

= [φ θ ψ] . (5.1)

Assuming that the speed vector is parallel to the longitudinal axis of the vehicle (x-axis in the

b-frame), the angle of attack and angle of side-slips can be neglected. This is the case of ground

driven vehicles in most of the navigation situations (except when the vehicle is drifting or sliding).

Then, cubic splines are used to interpolate the attitude values, and subsequently compute the rate

of change of those variables:

Ψn
bnk

= spline
(
Ψn
bnk

)
, ωbbnk =

∂Ψn
bnk

∂k
. (5.2)

Then, the attitude is used to compute the DCM (Eq. (3.6)) that allows the rotation of the velocity

vector from the body to the navigation frame. Subsequently, the accelerations are directly derived

from the velocity in the navigation frame (vn)

vn = Cn
b vb, anebk =

∂vn

∂k
. (5.3)

Finally, the complete set of angular rates and accelerations can be used as input in the strap-down

navigation algorithm, that yields the pose (position and attitude) of the vehicle at the desired rate.

This methodology is especially useful when the specific forces and the angular rates should be

obtained in a consistent way. However, the input parameter selection of the desired trajectory is

far from being intuitive and the positions are only available after integration.

Digitized Waypoints

This methodology consists of the digitization of a set of waypoints (coordinates) over a map. Then,

the set of coordinates is referenced to a time scale, and subsequently interpolated using cubic

polynomial in order to obtain a smooth trajectory

Tk(sk) = ak + bk(si − sk) + ck(si − sk)
2 + dk(si − sk)

3, (5.4)
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where sk is the vector of data points S = {s1, s2, . . . , sn} (with sk ∈ R), si is the vector of interpo-

lation points (sampling rate), ak, bk, ck and dk are the coefficients of the interpolation and Tk(sk)

is the vector/matrix of functional values to be interpolated. Later, the velocity and acceleration

are directly obtained by computing the first and second derivatives of the position with respect to

k, which are implicitly given by the spline interpolation algorithm.

Once the velocity is computed, the attitude (Euler angles) are obtained applying the non-

holonomic

ψ = arctan

(
vE
vN

)
, θ = arctan

 vD√
v2
N + v2

E

 , φ
!

= 0, (5.5)

where φ, θ and ψ are the roll, pitch and yaw/heading angles respectively, and vN , vE and vU are

the North, East and Up components of the velocity vector in the local topocentric frame. Again,

the angular rates are obtained by computing the first derivative of the attitude time series function.

A crucial step in the trajectory generation is referencing the trajectories to a known global

frame so that the posterior computation of observational work with respect to the elements of

the environment is realistic. Should the simulation scenario consider both absolute and relative

measurements, it is possible to georeference the trajectory using external Geographic Information

Systems (GIS) software packages.

Waypoints Obtained from Real Data

The execution of a measurement campaign within the scope of the i.c.sens project enables the

computation of a set of coordinates (waypoints) applying existing positioning algorithms to the

raw data collected. In this way, the obtained trajectory contains the same geometric characteristics

as the one taken by a real vehicle. Finally, the obtained georeferenced waypoints are treated using

the previously described methodology, so that all necessary parameters (position, velocity and

attitude) are computed. A similar approach is used in Boffi (2018), where the discrete points of

an exemplary trajectory are replaced by cubic splines to obtain a smooth reference trajectory.

This methodology shows one explicit limitation. When the vehicle stops, the noisy waypoints

lead to unrealistic direction changes within the velocity measurement simulation, and subsequently,

unstable heading simulation. Hence, special attention needs to be put on this matter, in order to

avoid unrealistic vehicle dynamics that might produce a negative effect on the overall estimation

performance.

Further approaches such as Frenet triad (characterized by a power series expansion) (Avanzini

and de Matteis, 2001), or differential geometry (Hajieghrary et al., 2018) can also be applied

in path planning and collaborative investigations.
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5.1.2 Environmental Model

The simulation of the scenario includes the selection of an environmental model. The geometrical

representation of the environmental model affects the measurement generation step, since its fea-

tures serve as a target for the laser scanner rays, GNSS LOS and stereo camera measurements (see

Section 5.1.3). Subsequently, the measurements are included in the measurement fusion algorithm.

This underlines the importance of the selection of an environmental model in accordance with the

target to be achieved in the simulation. In this section, the different approaches to model the

environment are introduced.

2D Digitized Map

Nowadays, online open-source data suppliers (e.g. OpenStreetMap geodata (OpenStreetMap

Contributors, 2017)) provide users with virtually endless amounts of geographic information in

shapefile format from the whole world. Their servers contain georeferenced information of roads,

buildings, railway tracks, etc., suitable to be included in the simulation. With this in mind, a

model of the environment is derived either by extracting geographic information from open-source

platforms, or obtained by digitization using the geographic information as a reference.

To achieve this goal, external GIS software packages such as ArcMap (2010) or QGIS (2019) can

be used to determine the 2D shape of the static elements of the environment (e.g. buildings, poles,

etc.). Then, the identified features are used as a target for the ray intersection (see Section 5.1.3)

in the measurement generation step. In general, the typically used elements of the environment are

items that are represented on a map as symbols (result from generalization), given their geometric

distinction and long-term stability (Spangenberg et al., 2016). However, the identification of

these features, and the posterior association to map elements are complex tasks to realize in real

case scenarios. On the one hand, the objects might not be visible due to the intrinsic characteristics

of the sensor used, or the velocity of the vehicle in kinematic scenarios. On the other hand, even

if a certain object is reachable by the sensor, it is difficult to define a time-stable feature and its

fixed position with an acceptable accuracy. As a result, other elements of the environment that are

usually represented as plane features in maps (e.g. walls or facades) can be used as landmarks.

Also, the increasing necessity of digital cartographic information to support geographic informa-

tion lead to the development of algorithms for automation of processes that guarantee the efficient

digitization of large areas. However, the methodologies designed in order to extract features from

the raw data (e.g. LiDAR point clouds, satellite/aerial/land-based images, etc.) result in gen-

eralization features derived from the scale of the input used, and also in additional errors in the

geolocation of the features derived from the input resolution and/or the methodology deficiencies.

As a result, the error in the determination of the map elements geo-location must be considered

within the estimation as an additional source of uncertainty.

Consequently, this technique appraised to be suitable for simplified scenarios, in which errors

caused by generalized shapes (with respect to the real features) or the digitization process are not
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important. However, it provides a valid, easy and fast option for the analysis of small (low-scale)

areas, and specific problems (e.g. a basic urban intersection).

3D City Model with Level of Detail-2

3D city model maps the urban districts of many cities in the world digitally and in three dimensions.

In Hannover, it is offered in two Levels of Detail (LoD), and is based on a laser scanning survey of

the year 2010. In total, approximately 131.000 buildings have been created in an automated process

per LoD stage. The Level of Detail (LoD)-1 model is a block model in which the building heights are

calculated from the average heights of eaves and ridge heights derived from the LoD-2 model. The

height accuracy is about ±5 m. In the LoD-2 model, standardized roof shapes are assigned to the

buildings, which are aligned according to the actual ridge course. The height accuracy is approx.

±1 m1. The building shapes are created from cadastre map digitization (mostly from 1:1000 old

paper maps) with an accuracy approximately at the decimeter level.

In this thesis, the 3D city model with LoD-2 is used, since it provides a realistic and accurate

recreation of the urban area of Hannover. Still, it is computed as a generalization from a laser

scanner point cloud, causing the omission of buildings with a small floor area (smaller than 15m),

and areas in allotments. Also, complex shapes on building facades might be oversimplified. This

is a crucial issue to be taken into account, particularly if the model is used to aid the positioning

algorithms (i.e. Zhang et al. (2018)). It is specially in this kind of analysis where the city

model with LoD-2 represents a substantial improvement with respect to the LoD-1, since the

building rooftop geometry is an essential piece of information for multipath analysis and correction

(Le Marchand et al., 2009; Bétaille et al., 2013; Hsu et al., 2016).

Pre-aligned Laser Scanner Point Cloud

The measurement campaign carried out within the scope of the i.c.sens project (Schön et al.,

2018) allows also the consideration of a laser scanner point cloud as environmental model for the

simulation tool.

In this experiment, three cars spent about 90 minutes actively recording data in the context

of four different scenarios. During this time, two of these cars together recorded 4.3 billion and

1.8 billion points using a Velodyne and RIEGL VMX-250 Mobile Mapping System2, respectively.

Then, a high-accuracy version of the point cloud was computed by performing the geometrical

adjustment introduced in Brenner (2016). This paper shows that the presented approach can be

mapped to a key/value MapReduce implementation, where every node operates independently on

small chunks of data. This results in a map where the points have a precision of a few millimeters

and where the RIEGL system solution is corrected from drift errors in its GNSS/IMU internal

13D City Model Product information: https://www.hannover.de/content/download/641518/15209724/file/

Produktblatt_3DStadtmodell.pdf
2RIEGL VMX-250: http://www.riegl.com/uploads/tx_pxpriegldownloads/10_DataSheet_VMX-250_

20-09-2012.pdf

https://www.hannover.de/content/download/641518/15209724/file/Produktblatt_3DStadtmodell.pdf
https://www.hannover.de/content/download/641518/15209724/file/Produktblatt_3DStadtmodell.pdf
http://www.riegl.com/uploads/tx_pxpriegldownloads/10_DataSheet_VMX-250_20-09-2012.pdf
http://www.riegl.com/uploads/tx_pxpriegldownloads/10_DataSheet_VMX-250_20-09-2012.pdf
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(a) (b) (c)

Figure 5.2: Comparison of models of the environment in an urban area (in Hannover). Figure 5.2a shows

a screenshot of the 3D city model with LoD-2. Figure 5.2b shows the output from the RIEGL

mobile mapping system operated at the IKG, where each point is back-projected to the images in

order to obtain the RGB value for the point color (not used as model of the environment). Figure

5.2c shows the so-called latent map or aligned point cloud used as model of the environment.

solution. Simultaneously, the neighborhood relation between points on the small portions of data

enables the possibility to identify surfaces. Hence, a normal vector is associated to each point,

obtaining the continuous representation of a sparse data set.

This environmental model consists of an upgrade with respect to the previously introduced ones

in terms of realism. In comparison with the digitized map methodology, the data obtained with

the RIEGL system is able to capture a more detailed environment in 3D, in contrast to the 2D

generalized information gathered by digitization.

In comparison with the 3D city model, the usage of pre-aligned laser scanner point cloud entails

a series of strengths, but also a few weaknesses. The strengths of using a pre-aligned laser scanner

point cloud with respect to the 3D city model are the following:

• It contains additional dynamic and fixed elements of the scene (e.g. cars, trees, traffic signs,

etc.). Although they might add complexity to the identification of fixed elements, it brings

the simulated environment one step closer to the representation of a real scene.

• It contains the result of measurement artifacts such as reflections or occlusions, in contrast

to the 3D city model with LoD-2, where the building facades are continuous and free from

interruptions caused by windows or urban furniture.

• It contains information about the urban vegetation, which is convenient to extend the analysis

of the GNSS signal.

• It contains information on the ground plane. This is a relevant piece of information in order

to aid the vehicle position in the up coordinate.
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Even though the pre-aligned laser scanner point cloud is the most realistic model, its usage infers

some inconveniences:

• The building rooftops are not represented in the model due to the constrained field of view

of the laser scanner. This is an inconvenience especially if the aim of the study is to analyze

the GNSS signal loss (or multipath), or if UAVs trajectories (instead of ground-driven vehicle

trajectories) are simulated.

• The environmental model contains a huge amount of points, that increases both the complex-

ity and run-time of the measurement generation and measurement fusion algorithms.

In summary, the selection of a model of the environment depends on the target of the study.

In general, the employment of a pre-aligned point cloud leads to an increase in the amount of

information used and subsequently, an increase in computation time. This makes it suitable in order

to perform highly detailed but rather small simulations (e.g. urban intersections or narrow urban

canyons). In this way, although an intersection would have a high level of detail, the simulation

would still run in an acceptable amount of time. On the contrary, in collaborative simulations

with numerous vehicles navigating in a large area, the computation with the generalized 3D city

model might be the most efficient option. If it is required, outliers and occlusions can be artificially

created during the measurement generation step (see Section 5.1.3).

5.1.3 Measurement Generation

In the discussed simulation framework, position and velocity measurements (assumed to be derived

from GNSS observations), IMU specific forces and angular rates, laser scanner, stereo camera, and

V2V measurements are generated. The GNSS and IMU measurements are used to determine the

vehicle dynamics at every epoch k, whereas the laser scanner and stereo camera measurements

represent the V2I measurements of the network. In Figure 5.3, two simulation examples with

different sensor architectures and geometries are shown. Here, a vehicle is assumed to be navigating

in an urban area (in Hannover) with four GPS satellites in LOS and one GPS satellite in NLOS

situation (S-4). Also, the vehicle orientation is represented by the axis triad used to define the

body frame (x- y- and z-axis represented in red, green and blue, respectively). The laser scanner

measurement simulation is depicted using two different architectures. In architecture 1, only one

profile laser scanner (2D) is considered, whereas in architecture 2, two tilted laser scanners are

simulated imitating the RIEGL laser scanner ray bundles. Finally, the conic projections used to

describe the geometry of the camera ray bundles and subsequently compute the stereo camera

measurements are shown with the red (left camera) and green (right camera) triangles. Please note

in Fig. 5.3 that the blue circles that describe the laser scanner measurements, as well as the red and

green triangles that describe the camera measurements, depict only the geometrical characteristics

of the sensor activity. The actual measurements (represented as magenta ’×’ symbols) are computed

subsequently from the intersection of the described rays with the building facades. In this section,

the details of the sensor measurement simulations are introduced and discussed.
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Figure 5.3: Measurement generation examples with two different sensor architectures, where the 3D city

model with LoD-2 is the selected model of the environment. Architecture-1 (left column) contains

a GNSS receiver and an IMU placed in the origin of the body frame (not displayed in the diagrams

to facilitate the view). A profile laser scanner (LS) and a pair of stereo cameras are mounted on

the vehicle to complete the sensor architecture (the top and left side view diagrams do not keep

proportions of the used leverarms). In Architecture-2, the same sensors as in Architecture-1 are

considered, although here, two laser scanner sensors are mounted in an inclined way, imitating

the RIEGL laser scanner ray bundles assembly.

GNSS

Any vehicle equipped with at least one GNSS receiver can determine its position and velocity

within the Earth Centered Earth Fixed frame by measuring the pseudo-range (see Eq. (3.1)) and

the instant Doppler shift (Eq. (3.3)) at any epoch k. If more than two antennas are used, the

obtained carrier phase measurements and a highly optimized ambiguity resolution method enable
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the computation of attitude information (Park and Teunissen, 2003). In the simulation tool, it

is also possible to use the sets of coordinates obtained with the selected methodology for trajectory

generation described in section 5.1.1, as position and velocity solutions.

In order to achieve collaborative positioning, measurements that link the different vehicles are

considered. In this thesis, the assumption that GNSS receivers are mounted in each vehicle enables

the possibility to compute the GNSS baseline (cf. Eq. (3.4)) between the ego and the aiding

vehicles. These observations are considered in our centralized algorithm as the V2V observations.

Moreover, GNSS measurements are generally affected by different sources of error. Hence, it is

essential to apply a convenient error model in order to approximate the measurement simulation

to realistic situations.

The most elementary error model applicable to the mentioned GNSS pseudoranges and instance

Doppler shift it is to apply Gaussian random noise (white noise) with a standard deviation selected

in accordance to the precision of the positioning technique to be used (Section 3.1.2). However, the

consideration of Gaussian noise yields an equivalent amount of error, regardless of the area where

the receiver is located.

This is not the most realistic option, since it is well known that the GNSS positioning solution is

constrained by the signal propagation conditions, affected by multipath, diffraction and obstructions

(caused by the elements of the environment and/or due to the heterogeneous conditions of the media

where the signal travels) (Wieser, 2007). Obstructions not only induce a signal deviation and a

delay from the theoretical path but also decrease the amount of satellites in a LOS situation. Few

satellites in LOS lead to a position estimation with low redundancy diminishing the chances to

detect outliers or preventing it altogether. Hence, given that the accuracy, precision and reliability

of the GNSS solution decrease in challenging areas, a suitable error model based on the satellite

geometry is employed.

Taking advantage of the available environmental models, it is possible to check if the LOS from

the simulated vehicle to each satellite is interrupted by any element of the environmental model (see

the NLOS S-4 in Figure 5.3). Later, the quality of the satellite geometry is evaluated by computing

the Dilution of Precision (DOP) factors. The DOP values are obtained from the cofactor matrix of

the estimated parameters Qx̂x̂ shown in equation (2.15), where the weight matrix Wll is replaced by

the identity matrix (I). Denoting the elements of the Qx̂x̂ matrix, obtained as a result of estimating

the 3D position and synchronization error between the satellite and the receiver clocks cδtji as in

Eq. (5.6)

Qx̂x̂ =


qxx qxy qxz qxt

qxy qyy qyz qyt

qxz qyz qzz qzt

qxt qyt qzt qtt

 , (5.6)
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the different DOP values are computed as:

Geometric DOP (GDOP) =
√
qxx + qyy + qzz + qtt (5.7)

Position DOP (PDOP) =
√
qxx + qyy + qzz (5.8)

Horizontal DOP (HDOP) =
√
qxx + qyy (5.9)

Vertical DOP (VDOP) =
√
qzz (5.10)

Time DOP (TDOP) =
√
qtt. (5.11)

Hence, the quality of the GNSS positioning is considered in Eq. (5.12) by computing the amount

of error as a function of the horizontal (for North- and East-coordinates) and vertical (for the

up-coordinate) epoch-wise DOP values,

x̂t = xt0 + ∆xt ∆xt˜N (0, sc · (I3×3 ⊗ σDOP)) (5.12)

where x̂t = [∆N ∆E ∆U] is the estimated positioning vector that contains the difference of coor-

dinates of the corresponding vehicle in the local topocentric frame, xt0 is the nominal positioning

vector in the local topocentric frame, ∆xt is the amount of error applied to the measurement,

sc is the scale factor applied to the DOP value vector to generate the positioning error, and

σDOP =
[
HDOP2 HDOP2 VDOP2

]T
is the column vector that contains the epoch-wise DOP val-

ues. In this way, an error model, where the distributed errors are larger in GNSS challenging

areas, is achieved and areas with fewer than four LOS satellites represent GNSS denied areas, with

complete loss of GPS signal.

The computation of the DOP values in multi-GNSS requires to take into account the different

coordinate and time systems used in each system. The differences between the International Ter-

restrial Reference Framework (ITRF) and the WGS-84 (used in GPS), CTRF (Galileo) and CGCS

2000 (BeiDou) are only a few centimeters, and therefore are neglected for navigation purposes.

However, the individual clock error δk (unknown) must be considered for each constellation (Teng

and Wang, 2017), thus increasing the size of the matrix displayed as an example in Eq. (5.6).

IMU

The IMU measurements are considered in two different ways:

1. The attitude (computed from Eq. (5.5)) and acceleration values are introduced in the filter

as measurements, following a loosely coupled approach, where the strap-down navigation

algorithm (described in Section 3.2.2) is not considered.

2. The strap-down navigation algorithm is used to correct the specific forces fbib and the angular

rates ωbib. Later, the corrected accelerations aneb and angular rates ωbnb are used as input

control in the prediction step of the C-EKF.

In contrast to the GNSS-based solution, the accuracy of the IMU standalone solutions decrease

with time due to drifts caused by sensor biases. Moreover, the IMU measurements are also affected



5.1. Design and Implementation 59

by sensor errors, such as random noise or misalignments (only in the case of gyroscopes). Thus,

random walk (∆lIMU), scale factor (sf) and biases (b) are added to the fbib and ωbib observations

(Eq. 5.13 - 5.14).

ω̂bib = sf ·
(
ωbib,0

)
+ b+ ∆ωbib ∆ωbib˜N

(
0,σ2

ω · I3×3

)
(5.13)

f̂
b

ib = sf ·
(
fbib,0

)
+ b+ ∆fbib ∆fbib˜N

(
0,σ2

f · I3×3

)
(5.14)

The most realistic option is to use the strap-down navigation algorithm (option 2) where all

the error sources are considered, and the corresponding values are selected according to some

existing IMU specifications. However, the amount of information used in the estimation increases

significantly with respect to option 1, causing also an increase in computation times and more

complex evaluation of results. Accordingly, option 1 is still convenient for scenarios where the

impact of the IMU measurements needs to be mitigated/neglected, in order to emphasize the

behavior of other system components.

It is also worth mentioning that the position of the device with respect to the turning point of

the vehicle has a strong influence on the IMU measurements. However, a vehicle model is not yet

considered in the simulation, leading to the assumption that the device is mounted directly above

the turning point. As a result, the effects caused by these displacements are neglected.

Laser Scanner

The computed nominal pose of every vehicle is used to implement the origin of the laser scanner

measurements, using the selected environmental model as a target for the generated laser scanner

rays (e.g. the cyan rays in Figure 5.3). Also, a certain threshold (normally 40 m) is used in order to

eliminate measurements that exceed a distance that could be considered as impossible to achieve

with a real laser scanner pulse. In this way, unrealistic measurements are avoided within the

estimation. Then, the simulated rays are intersected with the planes that form the 3D city model

or the 3D point cloud to obtain the error-free laser scanner observations.

Given the previously described geometry, the laser scanner observation in the sensor frame is

divided into three components: horizontal angle (ρ), vertical angle (ε) and Euclidean distance (r)

between the intersected point and the laser scanner position. With this in mind, a bundle of rays

is generated imitating any desired commercial device (two examples are shown in Figure 5.3). In

architecture 1, a horizontally mounted line laser scanner is used while in architecture 2 two tilted

laser scanner devices are mounted, pointing to the ground plane. However, in the experiments

carried out within the scope of this thesis, a 3D laser scanner is used, with a vertical aperture

of 8◦ in each direction (up and down). Here, each degree contains one horizontal bundle of rays,

describing a laser scanner with a total of 16 lines. Also, all the experiments are executed under

the assumption that the laser scanner ray directions are perfectly calibrated. In other words, the

values of the horizontal and vertical angles are unaffected by errors. As a result, the Euclidean

distance (range measurement) is the only component that is introduced in the filter as laser scanner

observation.
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Two error models are defined to generate range measurement errors: (i) white noise, and/or

(ii) as a function of the distance between intersected point and origin of the sensor frame. If the

observations are assumed to be affected by random Gaussian noise, inliers are generated with the

desired standard deviation. However, laser scanner measurement errors are normally associated to

the distance from the sensor to the surface where the pulse is reflected. Therefore, the error model

dependent on the range measurement can also be considered as a more realistic option:

r̂ = r0 + ∆r i) ∆r˜N
(
0,σ2

r

)
ii) ∆r = f

(
r,σ2

r

)
. (5.15)

Stereo Cameras

In photogrammetry, camera measurements (images) are used to capture and/or learn information

about the environment. Given the complexity of the available state-of-the-art algorithms developed

for the simulation of images (Duda et al., 2013; Zhu et al., 2019), this task is ignored in this

thesis. However, stereoscopy enables the creation of the illusion of 3D depth from given 2D images.

Thus, it is possible to reconstruct 3D elements of a certain scene by capturing them simultaneously

with two different cameras (stereo pair) or by capturing them at different epochs using the same

camera (bundle adjustment).

In order to simulate the camera measurements, two bundles of rays are simulated imitating the

geometry of a pair of stereo cameras, following the approach explained in the laser scanner section

(cf. 5.3). The dimensions of the bundles are implemented as a function of the distance between the

cameras (bc), focal length (f), and horizontal and vertical aperture angles. A numerical example

is shown in Figure 5.4. Then, the generated rays are intersected with the selected environmental

model (magenta points in Figure 5.3) to obtain the desired ’3D reconstructed’ environment. In the

filter, the camera measurements are assumed to be the intersected point coordinates in the camera

frame.

For this sensor, the error models implemented are the same as in the case of the laser scanner

explained in the previous section. As a first option, white noise can be applied to the observations.

However, in real cases, the amount of error depends on the distance from the camera to the captured

object (or the disparity value dj in case of stereo cameras), the cameras focal length and the distance

between the cameras. For this reason, an error model based on the distance of the object point

to the cameras projection center is implemented. The challenge here relies on the computation of

image coordinates necessary to evaluate the errors. In the zcam
j formula of the equation system

(5.16), the focal length f , the (distance) baseline between cameras bc, and the object coordinates

in the sensor frame (pcam,j = [xcam
j ycam

j zcam
j ]) obtained from the jth ray to plane intersection are

known. This way, the disparity dj is computed. Subsequently, the image coordinates (x′j , y
′
j , x
′′
j , y
′′
j )

of the point can be computed as (Förstner and Wrobel, 2016):

xcam
j =

x′j
f
· zcam
j ycam

j =
y′j + y′′j

2
·
zcam
j

f
zcam
j = − f

dj
· bc. (5.16)

Subsequently, the standard deviation of the error in each direction can be computed applying:

σx =
1√
2

zcam
j

f
· σx′j σy =

1√
2

zcam
j

f
· σx′j σz =

f · bc
d2
j

· σdj , (5.17)
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Figure 5.4: Numerical example of a stereo rig computation. It also contains the computation of dj and the

standard deviation in the forward direction of the camera frame. Please note that this figure is

a sketchy representation of a stereo camera rig, that should help the visual interpretation of the

numerical example computed. As a result, the represented angles and distances do match the

given values.

where σx′j is the standard deviation assumed for the determination of the x component of the image

point of interest, and σdj is the standard deviation of the disparity. In our experiments, the value

selected for the latter is σdj = 1 pixel. In real cases, an additional error source coming from the

estimation of bc should be considered, since it leads to scaling errors in the 3D reconstruction.

However, bc is assumed to be perfectly obtained from calibration in the simulation, and hence

neglected. Although the definition of the camera frame in the photogrammetry field considers the

z-axis pointing forward, y-axis pointing upward, and the x-axis completes the definition, in the

matter at hand, it is defined as a left-handed frame with the x-axis pointing forward (as in the case

of the laser scanner).

Finally, it is worth saying that laser scanner and the cameras usually show outliers caused by

reflections or occlusions. Using the 3D city model, the question of a specific outlier distribution is

difficult to answer, so in the current implementation no outliers are considered. In order to diminish

the overoptimistic effects caused by this assumption, the number of intersections considered for the
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state estimation is significantly lower as in a real data point cloud (fewer than 1000 points per

epoch in our approach against way more than 100,000 points per epoch in a real point cloud).

5.1.4 Collaborative-Extended Kalman Filter

The algorithm used to fuse the measurements described in the previous sections is the Collaborative-

Extended Kalman Filter (C-EKF), where state parameters from different vehicles are simultane-

ously estimated. The filter operates as a common EKF, in which the dynamic system equations

that describe the state mean and covariance propagation of the states are implemented in the pre-

diction step. After the measurements are received, both the state mean and covariance are updated

in the update/correction step. In this section, the filter components are introduced and discussed

in detail.

C-EKF Overview

In this section, the overall assumptions and considerations taken into account in the filter de-

sign and implementation steps are outlined. On the one hand, the C-EKF operates as a regular

EKF (cf. Section 3.3.4), in which state parameters from all the considered vehicles are estimated

simultaneously in a centralized algorithm. So the following non-linear system is assumed:

ẋ = f(xc,uc,wc, k) w˜N (0,Qdc) (5.18)

l = h(xc,vc, k) v˜N (0,Rc) , (5.19)

where the system f(·) and measurement h(·) models are non-linear functions, xc and uc are the state

and input vectors for the collaborative approaches, and w and v are the process and measurement

noise, respectively (same as shown in Eq. (3.22) and (5.19)).

In most of the experiments shown in this document, the C-EKF algorithm is executed in order

to estimate the 3D pose (position and orientation) and 3D velocity of all vehicles contained in the

scenario. Thus, in an estimation with n vehicles, the state vector of the estimation is written as:

xc = [∆N1∆E1∆U1 | vN1vE1vU1 | φ1θ1ψ1 || ∆N2∆E2∆U2 | vN2vE2vU2 | φ2θ2ψ2 || · · ·

· · · || ∆Nn∆En∆Un | vNnvEnvUn | φnθnψn ]T.
(5.20)

where [∆Ni ∆Ei ∆Ui] is the vector that contains the difference of coordinates between the ith

vehicle position and the origin of the local topocentric frame (North, East and Up coordinates),

[vNi vEi vUi ] are the North, East and Up components of the velocity in the local topocentric frame,

and [φi θi ψi] are the roll, pitch and yaw (Euler) angles that describe the orientation of the vehicle.

With this approach, information about the inter-vehicle parameter correlations and dependencies

caused by the networked measurements can be directly obtained by analyzing the filter statistics.

However, estimations with a large number of vehicles results in complex computations and long ex-

ecution times. This flaw can be solved by using cascaded KF implementations, although versatility

in the result evaluation would be lost. Thus, a tradeoff between the application of a computa-

tionally efficient and an analysis-oriented filter must be found. In other words, the implemented
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filter must fulfill the ultimate analytical purpose of the research, being as fast as possible. In this

project, special priority is given to the suitability for analysis in detriment of the computational

efficiency, given the availability of computer clusters (both in the Leibniz Universität and in the

i.c.sens project) that mitigate the disadvantages caused by heavy estimations.

On the other hand, both the 3D city model with LoD-2 and the continuous representation of

the pre-aligned laser scanner point cloud model are built up using planes. This leads to the

assumption that our exteroceptive sensors would be able to detect and reconstruct the elements of

the environment which can be represented as planar elements, to be used as landmarks. Therefore,

the filter is implemented as a plane-based algorithm. In the following sections, the details about the

prediction and correction steps, as well as the observation vector used for the plane-based C-EKF

are discussed.

Prediction Step

In the prediction step, the estimated mean and covariance are propagated through time applying:

x̂−c,k = Φc,k−1x̂
+
c,k−1 + Γc,k−1uc,k−1, (5.21)

P−c,k = Φc,k−1P
+
c,k−1Φ

T
c,k−1 + Qdc,k. (5.22)

Here, the notation used is the same as in Eq. (3.17) and (3.18), though the suffix c is added to

indicate that the variables are adapted to the collaborative approach.

First, the prediction step defines the knowledge of the vehicle dynamics. Schubert et al.

(2008) survey numerous motion models and compare their performance. In our experiments, we

consider for simplicity a linear 3D version of the Decoupled Constant Turn Rate and Constant

Velocity (DTRCV) as the motion model of the vehicles. Hence, the state transition matrix for a

single vehicle Φk−1 model can be written as

Φk−1 =

I3×3 I3×3∆t 03×3

03×3 I3×3 03×3

03×3 03×3 I3×3

 (5.23)

where I3×3 is the 3×3 identity matrix in 3D estimations, and ∆t is the time difference between two

consecutive EKF estimations, the state transition matrix for the collaborative approach (Φc,k−1)

is computed by

Φc,k−1 = In ⊗Φk−1, (5.24)

assuming identical number of state parameters per vehicle.

Second, if the strap-down navigation algorithm described in Figure 3.4 is considered, the corrected

specific forces aneb and angular rates ωbnb are introduced as control input uc,k−1 =
[
aneb ω

b
nb

]T
. Again,

if the input control matrix for one single vehicle Γk−1 is written as

Γk−1 =


1
2I3×3∆t2 03×3

I3×3∆t 03×3

03×3 I3×3∆t

 (5.25)
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the input matrix for the C-EKF is obtained by applying

Γc,k−1 = In ⊗ Γk−1. (5.26)

Third and last, it is crucial to define the process noise, that represents the implicit noise of the

motion model. The ratio between the process noise and measurement noise reveals whether the

system is dominated by the motion model or by the measurements.

As an example, in a single vehicle approach in which the velocity and the attitude are considered

random walk variables, the computation of Qdk with Eq. (3.15) for position, velocity and attitude

results in

Qdk =


∆t3

3 qvel 3×3
∆t2

2 qvel 3×3 03×3

∆t2

2 qvel 3×3 ∆tqvel 3×3 03×3

03×3 03×3 ∆tqatt 3×3

 . (5.27)

Finally, the Qdc,k for the collaborative approach can be obtained by applying the same approach

as with the state transition and input matrices described in Eq. (5.24) and (5.26).

Observation Vector

The observations generated within the simulation framework are introduced in Section 5.1.3, to-

gether with their respective error models. There, four different sensor measurements (GNSS, IMU,

laser scanner and camera) are generated. Therefore, the observation vector for one single vehicle

can be written as

lk = [lGNSS
k lIMU

k lLS
k lCAM

k ]T. (5.28)

Later, the observation vector for a computation that involves n vehicles can be obtained by

vertically concatenating the observation vectors for each vehicle with the V2V observations, as in

the following equation:

lc,k =



l1k
l2k
...

lnk
......

lV2V,k


. (5.29)

It is mentioned in the algorithm overview that the filter is implemented as a plane-based approach.

This means that the planar elements of the environment (walls, facades, etc.) are the elements

used as landmarks in the described C-EKF. Subsequently, the plane equations obtained from

the geometrical elements used to build the model of the environment are introduced as prior

knowledge in order to take complex object recognition in the building facades into account. Then,

this information is used to identify which rays intersect with which plane (association). The correct

ray to plane association, together with the fact that the model of the environment is built with

planar elements, enables to state that no matter the amount of error that affects the observation,
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the m intersection points must be contained in its respective associated plane. Hence, they fulfill

the condition equality (5.30) for laser scanner, and (5.31) for camera observations.

n ·

ptveh + Ct
b ·


calibration︷︸︸︷

Cb
LS ·

observation︷︸︸︷
r ·

calibration︷ ︸︸ ︷
C(ρ, ε) + tbLS


+ d

!
= 0 (5.30)

n ·

ptveh + Ct
b ·

 Cb
cam︸ ︷︷ ︸

calibration

· pcam︸︷︷︸
observation

+ tbcam︸︷︷︸
calibration

+ d
!

= 0 (5.31)

where n is the plane normal vector (n = [a b c]), ptveh is the vehicle position in the t-frame, Ct
b is

the rotation matrix from the b-frame to the t-frame, Cb
LS and Cb

cam are the rotation matrix from

the laser scanner and camera frames to the b-frame, tbLS and tbcam are the leverarm (s-frame to

b-frame) translations obtained from the platform calibration, r is the Euclidean distance between

the intersected point and the laser scanner in the s-frame, C(ρ, ε) is the ray direction vector which

contains the known horizontal and vertical angles (ρ and ε, respectively), pcam are the 3D coordi-

nates of the camera observations in the camera frame, and d completes the set of coefficients for

the Hesse normal form.

In the EKF update step, the measurement model corresponds to the typical state estimation in

the GMM (cf. Eq. (5.19)). However, it is visible that Eq. (5.30) and (5.31) are hard constrained

implicit measurements that fulfill the functional model described by Eq. (2.11) (GHM). Therefore,

the common EKF update step formulation has to be adapted to the consideration of observations

that satisfy a non linear implicit constraint.

Correction Step

In the C-EKF correction step, observations of type GMM and GHM must be considered. Petersen

and Koch (2010) show a proof of the equivalence between the KF correction step and a GHM.

Also, Dang et al. (2009) propose to solve the problem at hand with a robust iterated EKF. In

this document, the approach proposed by Dang et al. (2009) is upgraded to the consideration of a

group of vehicles, and the iteration is neglected in order to leave the measurement impact unaltered

and reduce the computation time. As a result, the system model introduced in Eq. (5.18) and

(5.19) is completed with the implicit equations of type

g(x, l)
!

= 0. (5.32)

In order to perform the C-EKF update, three different Jacobian matrices are computed:

Hci,k =
∂h

∂x

∣∣∣∣
x̂−k

Ak =
∂g

∂x

∣∣∣∣
x̂−k

Bk =
∂g

∂l

∣∣∣∣
lk,x̂

−
k

. (5.33)
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As an example, the internal structure of the Hci,k matrix, in an theoretical 3D estimation (using

the state vector in Eq. (5.20)) where direct (l = x) GNSS position and velocity, attitude, and V2V

GNSS baseline measurements are carried out with sensors mounted on three vehicles would look as

Hci,k =



Ip 0 0

0 Iv 0 09×9 09×9

0 0 Iatt

Ip 0 0

09×9 0 Iv 0 09×9

0 0 Iatt

Ip 0 0

09×9 09×9 0 Iv 0

0 0 Iatt

−IBas 0 0 IBas 0 0 0 0 0

−IBas 0 0 0 0 0 IBas 0 0

0 0 0 −IBas 0 0 IBas 0 0



 lV1

 lV2

 lV3

 lV 2V

, (5.34)

where I is the 3× 3 identity matrix, and the 0 matrices where the size is not specified are assumed

also to have the same size as I. Matrices Ak and Bk have a block diagonal internal structure,

similar to Φc,k−1 and Gc,k−1.

Afterward, the matrices have to be concatenated in order to be able to perform the update for

all measurement types in only one step.

Ok =

[
Hci,k

Ak

]
·P−k ·

[
HT

ci,k AT
k

]
Sk =

[
Rk 0

0 Bk ·REC,k ·BT
k

]
(5.35)

where Rk = diag
(
σ2
li

)
for the GNSS and IMU measurements, and REC,k is equivalent to Rk but

for the exteroceptive sensors. Subsequently, the Kk matrix and the vector of updated states x̂−c,k
are computed by applying:

Kk = P− ·
[
HT

ci,k AT
k

]
· (Ok + Sk)

−1 (5.36)

Dk =

([
lk

0

]
−

[
h(x−k )

g(x−k , lk)

])
, (5.37)

x̂+
c,k = x̂−c,k + Kk ·Dk. (5.38)

It is interesting to see in the so-called innovation vector introduced in Eq. (5.37), that the extero-

ceptive sensor measurement observations are equal to 0, given that those measurements are hard

constrained. Finally, the covariance can be propagated by applying:

P+ = (I−Kk ·Ak) ·P−k · (I−Kk ·Ak)
T + Kk · Sk ·KT

k . (5.39)

5.1.5 Collaborative SLAM

In the previous section, the C-EKF is implemented introducing the plane equations that define the

objects of the environmental model as prior knowledge. This means that the state estimation is
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Figure 5.5: Measurement and environmental uncertainty.

carried out as a localization problem. However, the localization approach assumes the landmarks

as perfectly georeferenced elements. Normally, the available open source maps, such as the 3D city

model described in this section, are computed from large amounts of surveyed data. This results

not only in the generalization of the mapped elements geometry, but also in the introduction of

errors by the mapping techniques used. The assumption of landmarks affected by uncertainty

leads to inconsistencies when they are combined with absolute measurements in a localization

approach. This problem is tackled by taking into account the uncertainty of the landmarks, and

considering it in the algorithm. As a result, the algorithm is capable to map the environment

(correct the uncertainty on the landmark georeferencing) and use the newly estimated landmarks

to simultaneously locate itself on the map, describing a full SLAM approach.

In the 3D city model used in this document, the specifications state that the vertices used to

determine the faces of the buildings have an horizontal uncertainty at the decimeter level. The

vertical uncertainty depends on the level of detail of the selected model. The relative positioning

situation is depicted in Figure 5.5. There, it is possible to see that given the sensor performance,

the intersected point (magenta cross) never lies in the plane. In the localization approach, the

minimum distance from the intersected point to the plane must be equal to 0. However, the errors

on the vertex lead to plane uncertainties that could be represented in the shape of rotations (σrot),

shifts (σsh) or both simultaneously (light blue uncertainty area in Figure 5.5). For simplicity, the

facade planes are always considered to be perfectly vertical. Thus, an additional source of error

coming from the environment is considered on the system, transforming the laser scanner and

stereo camera hard constrained measurements, described in Eq. (5.30) and (5.31), into the soft

constrained equations described in (5.40) and (5.41).

n (α, β) ·

ptveh + Ct
b ·


calibration︷︸︸︷

Cb
LS ·

observation︷︸︸︷
r ·

calibration︷ ︸︸ ︷
C(ρ, ε) + tbLS


+ d = 0 + venv (5.40)

n (α, β) ·

ptveh + Ct
b ·

 Cb
cam︸ ︷︷ ︸

calibration

· pcam︸︷︷︸
observation

+ tbcam︸︷︷︸
calibration

+ d = 0 + venv (5.41)
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where n (α, β) =

sinα cosβ

cosα cosβ

sinβ

 is the normal vector of the plane and venv is the residual that

represents the error caused by the landmark uncertainty.

Moreover, since the landmarks are affected by uncertainty, the parameters that define the plane

equation must be also contained in the state vector to be estimated. Hence, the C-SLAM state vec-

tor results from aggregating the landmark parameters to the localization state vector xc represented

in Eq. (5.20). In a case with n detected landmarks, the C-SLAM can be written as:

xSLAM = [xc || α1 β1d1 | α2 β2d2 | · · · | αn βndn]T, (5.42)

leading to the following HSLAM

HSLAM = [Hc || Hπ] , (5.43)

where

Hc =

[
Hci,k

Ak

]
. (5.44)

Nevertheless, the large amount of planes available in the 3D city model leads to an increase of

the computation time of the filter. Considering a typical scenario of three vehicles that navigate

in an area with approximately 500 planes, the computation with the SLAM is approx. 30% slower

than the localization. To mitigate this inconvenience, the detected planes are estimated at every

individual epoch, which means that the size of the state vector varies with time. The estimated

parameters from the planes that are lost from one epoch to another are stored in a data base

together with their respective variances and covariances, so should they be needed again, they are

not treated as a new detection, and the estimation of its parameters can continue with the newly

received observations.

Finally, the correction step can be computed as

x̂+
k = x̂−k + Kk ·

([
lk

venv

]
−

[
h(x−k )

g(x−k , lk)

])
. (5.45)

It is possible to see in Eq. (5.40) and (5.41) that the plane equations are not parametrized as

in the Hesse’s normal form, but with two rotations (an azimut α and a vertical rotation β) and

a distance to the origin d. This is because the normality constraint of the Hesse normal form

introduced in Eq. (2.10) might be violated after the update step, producing an inconsistency on

the filter estimation. With the parametrization introduced in Eq. (5.40) and (5.41), this problem

is avoided, guaranteeing that |n| !
= 1.

5.1.6 Localization with Landmark Uncertainty

In the last two sections, two different approaches to estimate the states of a group of vehicles that

navigate in a completely known (localization) or unknown area (SLAM) were presented. How-

ever, the consideration of uncertainty in the landmarks enables one variation of the estimation

methodology.
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In the SLAM approach, the landmark parameters are updated using relative measurements,

which means that their correction is carried out with respect to the estimated position of the vehicle

where the sensor is mounted. This usually leads to a situation where the accuracy of the estimation

depends mainly on the initial position and orientation of the vehicle, and on the measurements that

are able to anchor the estimation to the selected global frame (e.g. GNSS position measurements).

However, a map is available in the matter at hand. Hence, it is possible to carry out the estimation

under the assumption that, although affected by uncertainty, the nominal number of landmarks

and their distribution within the global frame is given by the map. In this way, it is possible to

understand the given position and orientation of the landmark as the most probable position, and

then solve the problem as a localization approach.

From the point of view of the estimation, the C-EKF solution is computed following the method-

ology described in Section 5.1.4, although considering the measurement equations for the extero-

ceptive sensors introduced in Section 5.1.5 (Eq. (5.40) and (5.41)). Thus, the uncertainty in the

landmarks is considered in the estimation without the plane parameter estimation, leading to two

fundamental advantages with respect to the SLAM approach:

1. The planes are anchored to the global frame, providing a more accurate solution than the

SLAM.

2. The state vector contains the same number of parameters to estimate as the localization

approach, leading to similar computation times.

5.2 Application Example

The versatility of the simulation framework is tested by analyzing and comparing the results ob-

tained running the C-EKF as a localization approach (with and without uncertainty in the land-

marks) and as a C-SLAM. Moreover, the performance of the filter components is evaluated. There-

fore, the characteristic behaviors shown by the different filter implementation methodologies are

identified and evaluated. In this way, a foundation for the overall filter performance is built, before

approaching a more exhaustive research in the following chapters. At first, the characteristics of

the scenario and simulation set up are introduced. Then, the results obtained by running the filter

as localization (with and without landmark uncertainty) and C-SLAM approaches are compared.

5.2.1 Scenario and Setup

The analysis and evaluation of the filter behavior require the design and implementation of a

suitable simulation scenario. This scenario must fulfill the necessary geometrical, topological and

stochastical conditions that approximate the simulation to the maximum degree of realism possible,

in order to extrapolate the obtained conclusions to real cases. In this section, the considerations

taken into account to achieve the materialization of such an scenario are described, following the

order described in Section 5.1 (cf. Figure 5.1).
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Figure 5.6: Top view of the selected scenario. The red, green and blue sequences of points mark the reference

trajectories of the three vehicles, that circulate in an urban area in the Nordstadt, Hannover.

The red, green and blue triangles and arrows mark the initial location of each vehicle and the

direction of driving respectively. The meeting point of the three vehicles is marked in orange.

The 3D city model of the environment with LoD-2 is depicted with gray polygons.

Table 5.1: Origin of the Local Topocentric Frame in the ECEF frame

X ECEF Y ECEF Z ECEF

3845236.996 [m] 658139.720 [m] 5029177.438 [m]

In this scenario, three trajectories of approximately 20 minutes are generated, where the vehicles

navigate describing a meet and greet scenario (the vehicles meet each other at the same time

in the intersection highlighted in orange) in an urban area of Hannover, Germany (cf. Figure

5.6). The selected methodology is the Waypoints Obtained from Real Data described in Section

5.1.1. Here, the data collected from the i.c.sens measurement campaign (Schön et al., 2018) is

used to compute the GNSS + IMU (Novatel SPAN-SE3 GNSS receiver and iMAR iIMU-FSAS4)

tightly-coupled solution in the case of the first vehicle, and the loosely-coupled solution for the

additional two vehicles (computed internally from the LORD MicroStrain GNSS/aided Inertial

Navigation System GNSS/IMU5). The results obtained consist of a set of waypoints (WGS84

ECEF coordinates), that are subsequently transformed to the local topocentric frame. In order

to perform the transformation, it is necessary to establish the coordinates of the local topocentric

frame origin. The origin of the local topocentric frame is selected to be coincident with the local

reference station installed at the Institut für Erdmessung, Leibniz Universität Hannover, whose

coordinates are shown in Table 5.1. Later, the local topocentric frame coordinates are interpolated

to 100 Hz using cubic splines as described in the Digitalized Waypoints methodology presented in

Section 5.1.1.

The outcome obtained with this methodology guarantees the correct georeferencing of the tra-

jectories and a realistic relative localization with respect to the fixed elements of the environment.

3Novatel SPAN-SE guide: https://www.novatel.com/assets/Documents/Manuals/om-20000124.pdf
4iMAR iIMU-FSAS: http://imar.de/downloads/IMU_FSAS.pdf
5LORD MicroStrain 3DM-GQ4-45: https://www.microstrain.com/Inertial/3dm-gq4-45

https://www.novatel.com/assets/Documents/Manuals/om-20000124.pdf
http://imar.de/downloads/IMU_FSAS.pdf
https://www.microstrain.com/Inertial/3dm-gq4-45
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The latter constrains the correct geometry and topology of the exteroceptive sensor measurements,

which is crucial in order to achieve valid conclusions.

The next step is to select the model of the environment. Here, a suitable option for the comparison

between the 3D results obtained running the problem as a localization approach with the results

obtained with the SLAM approach must be selected. Section 5.1.2 introduces the 3D City Model

with LoD-2 and a pre-aligned laser scanner point cloud as possible models of the environment in 3D

cases. Also, it is stated that the pre-align point cloud model consists of a more realistic model of the

environment than the 3D City model with LoD-2 since it enables the consideration of measurement

artifacts (e.g. reflections or occlusions), urban furniture, and a more realistic representation of the

building facades (i.e. more complex shapes and windows are contained). Hence, the option that

yields the most realistic results in a localization approach is the pre-aligned point cloud. However,

the pre-aligned point cloud is a discrete representation of the environment, that must be transformed

into a continuous representation prior to the simulation of the exteroceptive sensor measurements.

This is achieved by the assignment of a normal vector to each point of the cloud using the algorithm

discussed in Brenner (2016). In the SLAM approach presented in this thesis, the plane parameters

are simultaneously estimated together with the vehicle state parameters. Given that each simulated

ray intersects with a different plane (the plane associated to the closest point), the execution of

the SLAM approach requires a vector that includes one set of plane parameters (3 parameters) for

each ray, leading to the following inconveniences:

(i) Larger state vectors occur in larger estimations. The computation time and reserved memory

requirements increase exponentially with the number of vehicles considered.

(ii) Observability issues. At least three points are necessary to estimate the plane parameters,

and each measurement causes the estimation of three plane parameters (r = (n− u) < 0).

Given that these issues prohibit the possibility to select the pre-aligned point cloud for SLAM

problems, the 3D City model with LoD-2 is selected. With this model of the environment these

issues are bypassed since always at least four rays intersect with the same plane, avoiding in this way

negative redundancies and executing the adjustment in a computationally efficient way. Finally, the

inconvenience of this selection is that the environmental model selected is much more generalized

with respect to reality, leading to overoptimistic geometric results.

Subsequently, the availability of the vehicle dynamics and the representation of the environment

enable the generation of measurements. In this scenario, GNSS position and velocity, IMU spe-

cific forces and angular rates, laser scanner, camera measurements and V2V measurements are

considered.

First, the GNSS position and velocity measurements are generated (1 Hz, single antenna) by

applying noise to the positions obtained in the trajectory generation step. In order to take into

account the environment information, the amount of noise is applied as a function of the DOP

values obtained in the measurement campaign. In Figure 5.7, the generated GNSS and IMU

measurements are shown. In the top panel, it is possible to see the result from applying an amount

of noise proportional to the HDOP (middle-left panel) to the horizontal coordinates. Although
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Figure 5.7: This figure shows the simulated GNSS and IMU measurements for vehicle 1 (red trajectory). The

top panel shows the GNSS position measurements, where an error function of the HDOP (middle-

left panel) obtained from the computation is applied as explained in Eq. (5.12). In addition,

an error function of the VDOP (middle right panel) is applied to the vertical coordinate. The

bottom-left and bottom-right panels show the error-free simulated specific forces (fbib) and angular

rates (ωbib), respectively. The vertical lines indicate the period of the trajectory in which vehicle

1 navigates in Kniestrasse (GNSS challenging area highlighted in orange), revealing that the

vehicles revisit four times the same area.

it is not visible in the figure, the amount of error applied to the vertical coordinate is generated

proportional to the VDOP (middle-right panel) values. The scene displays two areas where the

GNSS positioning is specially challenging. The first one is in the area shadowed in orange (at the

East side of the selected area) both at the scenario top view plot with the GNSS measurements

and at the DOP plots. Here, the tight urban canyon causes the few visible satellites to be almost

aligned. This situation yields a high DOP value and sometimes even the complete loss of signal.

As a result, the noisy generated coordinates, that will be used as GNSS measurements in the filter

(red, green and blue dots), are scattered all over the area, some of them showing errors above 30 m.

The second GNSS area is shadowed in pink, where the vehicles navigate under a house passage.

This of course produces a complete signal loss during a short interval of four or five seconds, and

a poor positioning solution at the epochs directly before entering and exiting the tunnel. This

situation affects also the V2V measurements, which depend on the satellite geometry.

Second, the IMU measurements are directly obtained from the trajectory generation step with

100 Hz data rate (cf. Figure 5.7 bottom-right and bottom-left panels). Then, random noise is

added to both observations with a selected standard deviation (σω for the angular rates and σf

for the specific forces). If the error is applied to the measurements epoch-wise, it is accumulated
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Table 5.2: Leverarm parameters of the exteroceptive sensors

Leverarm Translations Leverarm Rotations

X [cm] Y [cm] Z [cm] rx [◦] ry [◦] rz [◦]

Laser S. 50 50 50 0 0 5

Camera 1 100 -42 50 0 0 0

Camera 2 100 42 50 0 0 0

Figure 5.8: Diagram of the distribution of the exteroceptive sensors in the body frame. This sensor distri-

bution is considered for the three vehicles of the simulation.

during the strapdown navigation algorithm, meaning that the solution drifts with respect to the

true solution in a period of time dependent on the selected values for σω and σf .

Third, laser scanner bundles are simulated with 1 Hz as described in Section 5.1.3. A vertical

aperture angle is applied to the measurements, that contains a total of 16 rays. This is done in order

to avoid the ill-posed estimations within the SLAM approach (a plane estimation from a line scanner

has more than one solution). Moreover, the stereo camera measurements are generated with 1 Hz

as described in Section 5.1.3 (cf. Figure 5.3). Given the high complexity of the vehicle dynamics

and the selected environmental model, zero mean white noise is applied to the measurements in

order to simplify the effects produced by these measurements and facilitate the posterior analysis.

In this experiment, the GNSS and IMU measurements are generated under the assumption that

both devices are placed at the same position within the vehicle. However, this is not the case for

the laser scanner and the pair of stereo cameras, which are assigned to a specific position within

the body frame. The overall positions and orientations (leverarm parameters) of each sensor with

in the body frame are summarized in Table 5.2 and Figure 5.7.

In Figure 5.8, the Z-axis of each considered frame is pointing upward. The dimensions and the

slight misalignment of the laser scanner orientation with respect to the body frame are selected

imitating the architecture considered in the measurement campaign.

Furthermore, the standard deviations applied to generate the measurement noise of all sensors

are shown in Table 5.3. The last two parameters from this table are only considered in the SLAM

and localization with landmark uncertainty (see Sections 5.1.5 and 5.1.6) approaches. They refer
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Table 5.3: Sensor measurement standard deviation and update rate: sample run

Sensor Measurement σ Update Rate

GNSS

ptGNSS 0.5 [m] · δDOP 1 Hz

vtGNSS 0.1 [m/s] · δDOP 1 Hz

V2V 0.5 [m] · δDOP 1 Hz

IMU
fb 0.002 [m/s2] 100 Hz

ωb
ib 0.001 [rad/s] 100 Hz

Laser S. r 0.1 [m] 1 Hz

Cameras pcam 0.1 [m] 1 Hz

Env. Model
α 3 [◦] 1 Hz

Shift 0.1 [m] 1 Hz

Table 5.4: Random walk process noise spectral density: sample run

Parameter PSD

Velocity (qvel) 0.35 [m2/s3]

Attitude (qatt) 0.1 [rad2/s]

to the uncertainty applied to the planes in the model of the environment, respectively, in the

shape of rotation and shift uncertainties. In this experiment, the planes from the 3D city model

are considered to be perfectly vertical. Therefore, the uncertainty is only applied to the azimuth

rotation, denoted as α in Eq. 5.42.

Finally, the filter processing parameters, divided in Power Spectral Density (PSD) and initial

covariance of the state parameters, taken into account in the computation of Eq. 5.27 are shown in

Tables 5.4 and 5.5, respectively. The PSD is implemented as a random walk, and anticipates the

noise caused by the motion model selected on the prediction step.

Table 5.5: Initial covariance of the state parameters: sample run

Parameter P0

Position 0.90 [m2]

Velocity 0.20 [m2/s]

Attitude 0.005 [rad2]

5.2.2 Sample Run

In this section, the qualitative and quantitative results obtained from a sample run in the above

mentioned simulation scenario are presented and discussed. The high complexity of both the envi-

ronment and the vehicle dynamics lead to a difficult identification and visualization of representative

epoch-wise events of the plane-based estimation. Nevertheless, such a large and heterogeneous en-

vironment is suitable to identify the general patterns, that allow the evaluation of the overall filter
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performance reached with each of the different execution techniques (localization and C-SLAM

approaches). Subsequently, the analysis of the general filter specifics enable the establishment of a

foundation, essential for the understanding of the additional experiments designed to support the

statements formulated within the chapter at hand. The analysis is carried out in terms of accuracy

(assessing the RMSE results), precision (assessing the standard deviation results) and integrity

(evaluating the relation between PE, PL and AL).

Accuracy

In Table 5.6, the overall RMSE results obtained by running the C-EKF algorithm as localization

(L) and C-SLAM (C-S) are displayed, adopting the GNSS + IMU loosely coupled solution (G+I)

as a reference. Although the state vector estimates the three components of position in the local

topocentric frame (pt = [∆N ∆E ∆U]), the positioning results are shown in Cross-Track (XT)

and Along-Track (AT) directions. This is done as a consequence of the characteristic behavior

shown in the plane-based localization estimation at hand. In urban areas, the prevailing landmark

geometry is illustrated with planes oriented (almost) parallel to the direction of driving. This,

together with the application of an error model to the exteroceptive sensor measurements that is

not based on the distance to the intersected point (see Table 5.3), depicts a scene in which the

mentioned observational work produces a higher impact on the y-axis of the vehicle frame direction

(XT) than in the x-axis (AT).

To further investigate this finding, an elementary Monte Carlo (MC) simulation that enables

the comparison of the outcomes obtained in two characteristic environmental situations (urban

canyon and urban intersection) is carried out (cf. Figure 5.9). In this simulation the vehicle is

equipped with a horizontally installed laser scanner (360◦ field of view and 16 lines of vertical

aperture) and a GNSS receiver that enables to perform the geo-location task. The errors in the

GNSS and ranging measurements are assumed to be Gaussian white noise (σGNSS = 1 m and

σLS = 0.01 m). Then, 200 runs are performed, obtaining the positioning results displayed in the

graphs depicted in the mid-panels, and the histograms illustrated in the right panels. The outcome

from the mentioned simulation shows that urban geometries with planar elements oriented parallel

to the direction of driving have little (or no) effect on the AT estimation, displaying the solutions

in the urban canyon much more extensively expanded over the East axis (driving direction) than

over the North axis (XT). In this situation, the planes describe a situation of axial symmetry,

causing the same exteroceptive sensor measurement distribution to be achieved, regardless of the

position of the vehicle within the East axis. However, in the urban intersection, the environment

depicts a situation of central symmetry, that can be understood as two overlapping urban canyons,

acting as a cage that encloses the vehicle. Therefore, the favorable environmental geometry is

extended to the AT direction and the solution is upgraded to sub-millimeter level. Of course,

such an accuracy is only obtained due to the oversimplifications considered in the simulation, like

e.g. absence of occlusions/outliers, assumption of a perfectly flat surface of the facades (no texture)

and overoptimisitc measurement noise selected in order to highlight the effects of the environmental

geometry geometry. In the estimation of the heading (ψ), the urban canyon situation is sufficient

for its state update, since changes in the orientation vary the axial symmetry relation between the
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Figure 5.9: MC simulation that shows the influence of the environment on the state estimation with laser

scanner (200 runs). Please note the different scales in the x-axis of the histogram plots.

x-axis of the body frame and the planar elements. Consequently, it can be stated that the detection

of planes on both sides of the vehicle is satisfactory for the estimation of ψ but not for the complete

2D positioning, and planes oriented perpendicular to the direction of driving must be detected.

Despite displaying the results obtained using a much more complex scenario, the above mentioned

event is easily identified in Table 5.6 by comparing the RMSE displayed in the two first columns of

the L approach. With the configuration shown in Tables 5.3 to 5.5, the localization approach yields

results below 4 cm in the XT direction, which means an improvement of approx. 60% with respect to

the AT solutions, regardless of the vehicle. The obtained results could be anticipated given the value

selected for the laser scanner and stereo camera measurement noise standard deviation of 0.1 m,

thus highlighting a strong influence of the exteroceptive sensor measurements in this adjustment.

The results shown in Table 5.6 contrast with the ones shown in Fig. 5.9, due to the higher error

noise considered for the exteroceptive sensor measurements (e.g. σext = 1cm → σext = 10cm) and

the much higher complexity of both vehicle trajectories and environment. Furthermore, the overall

2D RMSE obtained are at the decimeter level, whereas the 3D results show a significant decrease

in the accuracy, showing values in the range of the 0.4 m. This decrease is another consequence

of the plane layout. As in the case of the AT estimation in urban canyons (cf. Figure 5.9), the

assumption that the facades are always perfectly vertical, together with the absence of ground

plane, reveal a permanent insufficient geometry for the estimation of the up-coordinate in ground-

driven vehicles. Nevertheless, this situation does not represent a serious inconvenience, since the

position of the vehicles is always constrained by the surface they stand on, and the up-component

of the position is updated with both the GNSS position and velocity measurements. In UAVs

navigation, the exteroceptive sensors are able to identify pieces of rooftops formed by oblique

planes, which complement the missing piece of information, and enable the Up state update with

the exteroceptive sensor measurements. By extension, the roll and pitch attitude components are

also affected by these circumstances. As a result, since the estimation of the up-component, roll
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Table 5.6: C-EKF RMSE results. The results obtained with the localization approach (L) are compared

with the C-SLAM (C-S), and the solution that does not consider exteroceptive sensors (G+I,

GNSS and IMU loosely coupled solution).

RMSE

Position [m] Velocity [m/s] Attitude [◦]

XT AT 2D 3D vN vE vU ψ

L

V-1 0.030 0.074 0.088 0.332 0.182 0.157 0.182 0.052

V-2 0.034 0.085 0.107 0.365 0.193 0.234 0.212 0.098

V-3 0.039 0.093 0.119 0.368 0.194 0.172 0.180 0.111

C
-S

V-1 0.311 0.307 0.463 0.566 0.181 0.187 0.183 1.266

V-2 0.298 0.333 0.484 0.598 0.232 0.258 0.212 1.346

V-3 0.263 0.301 0.424 0.546 0.202 0.181 0.180 1.283

G
+

I

V-1 0.314 0.302 0.466 0.568 0.181 0.187 0.183 1.301

V-2 0.299 0.327 0.478 0.593 0.233 0.258 0.212 1.375

V-3 0.268 0.300 0.428 0.549 0.202 0.182 0.180 1.138

and pitch remain unaffected by the laser scanner and stereo camera measurements, they are not

displayed.

Although the overall results displayed in Table 5.6 help to analyze the global behavior of the

filter, it is necessary to evaluate the epoch-wise behavior that the processing parameters show

throughout the complete trajectory. To obtain answers in this direction, the time series of XT,

AT and heading state parameters are shown in Figure 5.10 for each vehicle. The precision of the

estimation is displayed by including in the three-sigma curves. In this figure, the highly dynamic

character of the estimation is visible, as the accuracy and precision of the estimation improve or

become worse epoch-by-epoch, showing a fairly low degree of repeatability in epoch-wise estima-

tions. Naturally, the straightforward results obtained in the simulation shown in Figure 5.9 are not

anymore achievable in this time-variant experiment, mainly due to the following factors:

1. In the 3D city model, the elementary situations described in Figure 5.9 are combined, resulting

in complex environmental geometries (as in Figure 5.7)

2. The motion of the vehicles changes constantly.

3. The GNSS errors are generated as a function of the DOP values.

As a result, the repeated four tours carried out by the three vehicles in the proposed scenario are

not anymore clearly discernible in the time series, unlike in the DOP measurement graphs shown in

Figure 5.7. Also, these results support again the RMSE analysis from Table 5.6, as the estimation

is more accurate in the XT direction (blue lines) than in the AT (magenta lines).

The time-series results in Figure 5.10 reveal also the effects caused in the estimation by trajectory

mismodelling problems (orange dashed boxes). In these regions, the filter yields a fairly unstable

solution, both in the 2D position and heading state parameter estimations. Taking a look at
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Figure 5.10: Time series of the results displayed in the localization solution of Table 5.6. The deviations

relative to the reference solution of the three vehicles are displayed in the XT, AT (top row) and

heading (middle row). In addition, the absolute velocity of the vehicle in the local topocentric

frame is displayed (bottom row), so that the effects of attitude mismodelling have in the state

estimation can be identified. The black vertical lines are used to mark the point where the

vehicle starts a new round, facilitating the assessment of the solution repeatability.
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the absolute velocity of the vehicle (bottom row) at those moments in time, it is possible to

see that it always takes place where the vehicle is stopped. When the vehicle is stopped, the

imperfect algorithm used in order to generate the waypoints produces epoch-wise solutions that

differ marginally from each other, which should not be the case given that the vehicle is not moving.

Subsequently, this situation is translated into the generation of non-existing and abrupt turning

maneuvers that result in the disruption of the motion model at those epochs. Later, the C-EKF

update step is performed with utterly unrealistic predicted measurements in g(x−k , lk), yielding

the mentioned output. This situation highlights the importance of efficient trajectory generation

algorithms and multi-modal implementations, in which the filter is able to identify the most suitable

model for the current physical situation of the vehicle. Given that the results are not representative

for the estimation in these areas, these epochs are neglected from the overall RMSE computations

within the analysis.

Regarding the velocity, the state parameters are estimated in the prediction step with the

IMU specific forces, and updated with the GNSS velocity measurements. Here, the ratio between

the noise considered in the IMU accelerations and the GNSS velocity measurements might lead

to divergence problems, should the GNSS measurements not be precise enough to correct the

estimation received from the prediction state. However, it is possible to see in Table 5.6, that

under the selected configuration (cf. Tables 5.3 - 5.5) this is not the case, and the results obtained

are on average, in the range of the 0.2 m/s. Furthermore, the velocity state parameters remain

unaffected by the exteroceptive sensor measurements, and thus, they are displayed in the North

(vN), East (vE) and Up (vU) components, and they yield a similar RMSE in the three components.

Nevertheless, the velocity states are coupled with the positioning states in the motion model (Eq.

(5.23)), leading to a marginal improvement (approx. 10%) of the localization (L) results with

respect to the ones yielded by the C-SLAM (C-S) and (G+I) approaches.

Moreover, the heading is the only attitude state parameter affected by the update with the

exteroceptive measurements. It can be seen in Table 5.6 that its estimation achieves an accuracy

below 0.2◦ for every vehicle (cf. last column in the localization results of Table 5.6). It was stated

before that the estimation of the roll and pitch components of the attitude is not affected by the

laser scanner and stereo camera measurements. If these parameters are not corrected, they would

drift with respect to the nominal solution due to the errors applied to the gyro measurements. As

the errors in the prediction are transferred to the innovation vector via the predicted measurements,

and since the attitude and positioning are tightly coupled by Eq. (5.30) and (5.31) through the

Ct
b (cosine) matrix (Eq. 3.6), not only the estimation of the attitude parameters is affected by

them, but the positioning parameters as well. Hence, the biases for roll and pitch are compensated

in the prediction step in order to keep the errors in these parameters in the interval of ±2◦. The

reason why this inconvenience is bypassed and not directly neglected by restricting the processing

of the measurement equations is because if the pre-aligned point cloud model of the environment

is selected, intersections with the ground plane would be obtained, providing the missing piece

of geometrical information to estimate the roll, pitch and Up state parameters without further

considerations.
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As a result, the importance of an accurate pose estimation is underlined. In order to achieve the

maximum performance of the plane-based C-EKF, the exteroceptive sensors must operate based

on an accurate pose estimation.

If the filter is run as a C-SLAM approach (C-S), the first visible outcome is an overall decrease

in the accuracy with respect to the localization (L) approaches in the positioning and heading

estimations (cf. Table 5.6). This is expected, since SLAM approaches operate under the assumption

of an unknown geo-location of the multi-sensor system. Here, the filter estimates the position and

orientation of the planes with respect to the estimated position and orientation of the vehicles

(relative positioning). As a result, the landmarks do not act as an anchor to the global frame,

leaving the weight to georeference the dynamic network entirely to the GNSS measurements. Given

this situation, two outcomes are possible:

(i) In urban areas with GNSS signal outage (or degraded solution), the network is not anchored

to the global frame as in the localization approach. In these conditions, an accurate over-

all solution can only be obtained if the initial position and orientation of the vehicles are

accurately and precisely known, no matter the amount and the precision of exteroceptive

sensors measurements considered. Even if a perfect initial estimation is achieved, the biased

IMU measurements cause the positioning solution to drift away from the nominal solution.

This uncertainty is mapped to the plane parameter state update, which motivates further

decreases in accuracy, regardless of the exteroceptive sensor measurement precision. This

situation, together with the prevailing areas with planes parallel to the direction of driving,

lead to the immediate divergence of the solution. Hence, it is possible to state that under this

configuration, the absence of GNSS measurements always results in immediate filter diver-

gence, unless the plane layout is constantly perfect, and the initial position and orientation

of the vehicles are perfectly known.

(ii) Under adequate GNSS signal reception conditions, the uncertainty applied to the landmarks

and the exteroceptive sensor measurement precision constrain the plane equation estimation,

and therefore, the amount of improvement on the state estimation. In this situation, the GNSS

measurements anchor the complete network, mitigating negative effects caused by outliers in

the laser scanner and stereo camera measurements. The outcome in this situation is robust

in terms of accuracy, and it yields a solution similar to the one obtained if no exteroceptive

sensors are considered (compare C-S and G+I solutions in Table 5.6).

In this experiment, both these situations are found. The C-SLAM results displayed in Table 5.6

show a 2D RMSE of approx. 45 cm, where the IMU measurements mitigate the effect caused by

the faulty GNSS solution. Comparing these results with the G+I ones, obtained considering only

GNSS measurements in the update step, no significant differences are identified. This happens due

to the situation previously described in point (ii) above, where the GNSS measurements are the

only anchors of the network to the local topocentric frame. For this reason, also the characteristic

accuracy improvement in revisiting areas is vague. In the filter, the measurements carried out with

exteroceptive measurements are mainly used to estimate the plane related parameters, and have

almost no impact on the positioning parameters.
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Table 5.7: C-EKF RMSE results obtained from running the filter with uncertain map elements. The results

from running the filter with a σrot = 1◦ and σsh = 0.1 m (reference solution RS) are used as

reference. The filter is executed with the same parameters but varying the σrot = 0.1◦ in the LR

(low rotation uncertainty) results, and varying the σsh = 0.05 m in the LS (low shift uncertainty)

results. In this way, the impact that the different types of noise have on the filter estimation can

be compared. The innovation (I.) of the overall results is analyzed by displaying the percentage

of improvement in the XT, AT directions and in the ψ w.r.t the RS solution.

RMSE

Position [m] I. Pos.[%] Att. [◦] I. Att.[%]

XT AT 2D 3D XT AT ψ ψ

R
S

V-1 0.092 0.171 0.238 0.401 +0.00 +0.00 0.112 +0.00

V-2 0.147 0.329 0.370 0.501 +0.00 +0.00 0.176 +0.00

V-3 0.130 0.220 0.255 0.428 +0.00 +0.00 0.191 +0.00

L
R

V-1 0.063 0.108 0.144 0.355 -31.5 -36.7 0.061 -45.2

V-2 0.061 0.182 0.196 0.403 -58.6 -44.4 0.106 -40.0

V-3 0.093 0.156 0.192 0.393 -28.2 -29.0 0.124 -35.3

L
S

V-1 0.058 0.150 0.172 0.365 -37.2 -12.4 0.193 -11.9

V-2 0.165 0.312 0.360 0.500 +12.3 -5.1 0.192 +9.1

V-3 0.111 0.222 0.273 0.442 -14.8 -0.8 0.180 -5.6

Subsequently, the filter is executed as a localization approach with the consideration of uncer-

tainty in the map elements (computation details explained in Section 5.1.6), obtaining the overall

results shown in Table 5.7. Here, the results from running the filter with three different levels

of environmental uncertainty are displayed. In the reference configuration (RS), the parameter

estimation is carried out considering an uncertainty in the planes of σrot = 1◦ and σsh = 0.1 m.

Then, the filter is run two additional times. A first one lowering the noise in the rotation (LR)

to σrot = 0.1◦, keeping the σsh unaltered, and a second one lowering the noise in the shift (LS) to

σsh = 0.05 m, keeping the value of σrot in the RS unaltered. In this way, the effect that each type of

uncertainty applied to the planes can be evaluated. As it was explained before, the relative layout of

the planes with respect to the trajectory of the vehicle leads to the fact that only the ∆N, ∆E and

ψ parameters are affected by the update with the exteroceptive sensor measurements. Given that

the rest of the parameters considered in the state vector are decoupled from these measurements,

they are not shown in Table 5.7.

If the RS results from Table 5.7 are compared with the L results from Table 5.6, the first visible

property is an expected global decrease in accuracy. However, the magnitudes are still at the

decimeter level for the positioning results, and below 0.2◦ for the heading, revealing an acceptable

solution for autonomous navigation. Moreover, the addition of uncertainty does not affect the

characteristic event of plane based estimations, with more accurate estimation in the XT than

in the AT direction. Then, if the uncertainty in the rotation is reduced, the accuracy increases

significantly (approximately 30% in the case of positioning, and 40% in the heading). The fact that

the innovations vary from one vehicle to another reveals the fact that the task to define adequate

combinations of processing parameters in dynamic networks is a challenging exercise to accomplish.
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The wide variety of plane layouts and vehicle maneuvers leads to strong variations on the filter mean

and covariance propagation (see Figure 5.10). Consequently, parameters such as PSD or random

process selected to model the vehicle dynamics, are only suitable for particular situations. Two

visible examples are highlighted with blue arrows in Figure 5.10, where the position and heading

accuracy of the solutions decreases abruptly, in situations where the vehicle undergoes significant

dynamic changes (sequential breaking and accelerating maneuvers). As a result, it is possible to

learn from Table 5.7 that the configuration is more convenient for vehicles 1 and 3 rather than for

vehicle 2, showing more accurate overall results. In fact, the results obtained by considering a lower

amount of uncertainty of the shift (LS) returns values slightly less accurate than the configuration

used as a reference in vehicle 2, provided that the vehicle at hand navigates longer time in areas

where the PSD is suboptimal, or in areas with weak geometry for the update.

In this thesis, the epochs with suboptimal estimations (e.g. unsuitable process noise to mea-

surement noise ratio, amongst others) are identified and discussed, so that favorable situations are

strengthened, and the negative effects of adverse estimations are mitigated. However, the highly

dynamic and heterogeneous scenario used in this section is inconvenient for this task. Thus, suit-

able scenarios are designed and described in the following Chapter 6, in which the details about

the dynamic network optimization are discussed.

Finally, if the results displayed in Table 5.6 are compared with Table 5.7, it is possible to see that

even considering that the landmarks are affected with uncertainty, the results are more accurate

than the results obtained in the C-SLAM (C-S) and the results obtained without the exteroceptive

measurements (G+I). This highlights the fact that the usage of laser scanner and the cameras in

localization approaches, leads to an overall increase in the accuracy, and that prior knowledge on

the navigation area (map) boosts the overall accuracy of the solution.

Precision

The overall standard deviations show a similar behavior as the accuracy results (see Table 5.8). The

C-EKF yields horizontal localization (L) results at the centimeter level whereas the C-SLAM (C-S)

2D results are at the decimeter level. The high precision of the heading solution in the localization

approach is demonstrated since the values are in the range of a few hundreds of a degree. As in

the case of accuracy, the solution of the C-SLAM does not present any significant difference to

the solution where no exteroceptive sensor measurements are considered. Taking the localization

results as reference, the quality of the geometry in C-SLAM approaches decreases, provided that

the landmarks do not act anymore as anchors for the network. With this in mind, the achievement

of similar outcomes in the latter two configurations is coherent.

If the localization results shown in Table 5.8 are compared with the results from the accuracy

5.6, it is possible to see that the standard deviations obtained are significantly lower than the

magnitudes of the accuracy results. In plane-based algorithms, and specially in the EKF algorithms,

the definition of the measurement noise as white noise with a selected standard deviation is not

representative of the innovations generated in Eq. (5.37). Taking into account hard constrained

equations (see Eq. (5.30) and (5.31)), the minimum distance of the intersected point to the plane
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Table 5.8: C-EKF SD results. The results obtained with the localization approach (L) are compared with

the C-SLAM (C-S), and the solution that does not consider exteroceptive sensors (G+I, GNSS

and IMU loosely coupled solution).

STANDARD DEVIATION

Position [m] Velocity [m/s] Attitude [◦]

∆N ∆E 2D 3D vN vE vU ψ

L

V-1 0.021 0.028 0.040 0.423 0.168 0.169 0.182 0.015

V-2 0.024 0.032 0.045 0.419 0.169 0.170 0.187 0.040

V-3 0.019 0.033 0.042 0.417 0.168 0.172 0.187 0.018

C
-S

V-1 0.389 0.373 0.613 0.765 0.187 0.187 0.187 1.685

V-2 0.381 0.386 0.601 0.752 0.187 0.187 0.187 1.689

V-3 0.381 0.386 0.601 0.751 0.187 0.187 0.187 1.693

G
+

I

V-1 0.397 0.397 0.621 0.773 0.187 0.187 0.187 1.711

V-2 0.391 0.390 0.610 0.760 0.187 0.187 0.187 1.711

V-3 0.390 0.390 0.609 0.759 0.187 0.187 0.187 1.711

must be equal to zero and the predicted measurements are not only computed as a function of the

noisy range rk and camera pcam measurements, but also as a function of the previously estimated

pose of the vehicle. Although the measurement uncertainty is considered by the Rk matrix and

the uncertainty in the estimation is considered in the predicted covariance matrix P−k , improper

PSD values in the process noise Qdk matrix and the effect of the data rate for the update lead to

the fact that the values yielded within the covariance matrix are difficult to match by the updated

states.

Table 5.8 highlights also the decoupled condition of the velocity states in the update estimation,

showing the same overall values in the C-S and G+I. This is expected since in this approach, the

noise is applied to the velocity measurements as a function of the Position Dilution of Precision

(PDOP) value, and the effect of the exteroceptive sensor measurements in the position is not enough

to cause an effect on the velocity estimation through the prediction step.

In the experiment discussed in this section, accuracy jumps caused by non-consistent Kalman

gain (Kk) are present in the 2D position and heading parameter. In multi-sensor estimations,

the wide variety of sensor measurements lead to poorly conditioned Jacobian matrices (Hc) that

affect the accuracy of the solution through the computation of Kk. In the available literature,

Åkesson et al. (2007) propose to tackle this problem by using regularization terms. Following

this approach, Zhang and Oliver (2011) compare the results obtained by applying regularization

either to the Kalman gain or to the covariance matrices for non-linear problems. The performance

of the methodologies developed are based on the improvement in the Kalman gain estimates, quality

of data prediction and the estimates of model variables. However, the application of regularization

parameters is not a suitable solution in our case, since it would be necessary that the optimum value

is selected for each case (epoch-wise optimization). Additional solutions like the ones proposed in

Sørensen and Madsen (2004), such as Kalman gain smoothing or steady-state computations, are

unfortunately not entirely suitable for our case either. First, the Kalman gain smoothing would not
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solve the problem if the predicted covariance to measurement noise ratio is still not convenient for

the estimation at that epoch, and second, the steady-state computation is a suboptimal estimator

in time-variant systems (cf. Figure 5.10).

As a result, a methodology to find the optimum PSD values for the consistent computation

of Qdk, Rk and Pk matrices is presented on Chapter 6. In this way, although not completely

neglected, these negative effects can be mitigated.

Regarding the velocity parameter estimation, consistent results are obtained with the different

configurations, given that they are not affected by the exteroceptive sensor measurements.

Filter Observability

The observability of the filter can be defined as the suitability of the estimation to produce an

output x̂+
c,k, given the set of available measurements lk. In linear cases, the measurement model is

defined as in Eq. (3.14). Hence, the updated state vector can only be computed if the matrix Hc

has full column rank (Farrell, 2006).

One might think that given the amount and variety of sensor observations, the full column rank

of Hc condition is always guaranteed. For instance, in a C-EKF estimation with three vehicles, the

state vector would contain 27 state parameters, so at least 27 linearly independent measurements

are needed to obtain a solution. This number seems fairly feasible, provided that sensor fusion

algorithms are able to combine thousands of measurements in a single estimation. However, plane-

based estimations lead to exemplary circumstances that can potentially lead to badly conditioned,

or even to rank deficient Jacobian matrices.

In the experiment described in this section, the identification of vertical planes leads to the fact

that the c parameter of the plane equation (cf. Eq. (5.30) and (5.31)) is always (almost) 0. This

affects the computation of the Hc coefficients, since

∂g

∂∆U
= c . (5.46)

As a result, the coefficients that belong to the up-component columns of sub-matrix Ā, are also

close to 0 (given rounding errors), leading to bad conditioning (or even full deficiency if forced to be

exactly 0). Thus, if only exteroceptive sensor measurements are considered, a parameter reduction

must be applied to the state-vector in order to prevent a rank deficiency in Hc.

The analysis of the filter observability reaches a special significance in SLAM approaches, provided

that not only the vehicle parameters but also the plane parameters are being estimated. Besides

the above mentioned general event, additional features must be discussed in terms of observability

for the plane parameter estimations. Some of them are derived from the fact that the number

of generated laser scanner and camera measurements is significantly lower than in real cases (see

Section 5.1.3). Then, the intersection with the planar elements might cause their distribution to

be highly inconvenient although the number of points is sufficient for the estimation of the plane

parameters. One example is given if only a vertical or horizontal bundle of rays intersects with one



5.2. Application Example 85

{

{

Figure 5.11: Observability problem diagram, where the error in the ranging measurements (δr) is higher than

the horizontal distribution of ray bundles (δα), producing a biased estimation (δ̂plane) of the

plane (red) relative to the true orientation given by the 3D city model (gray).

plane. In this case, the sub-matrix from Hπ (cf. Eq. (5.44)) that contains the coefficients of the

respective measurements is rank-deficient, since the problem of estimating a plane that contains

n points linearly distributed has infinite solutions. Another example comes by the fact that the

laser scanner measurement error is applied only to the range measurements (assuming perfectly

calibrated horizontal and vertical angles). This results in a situation (depicted in Figure 5.11)

in which the deviations caused by the error applied to the range measurements have a higher

magnitude than the horizontal/vertical distribution of ray bundles, leading to the computation

of the plane equation in the ray direction, and subsequently, introducing serious biases in the

estimation.

In order to guarantee the filter observability throughout the complete trajectories, planes are not

estimated if their Hπ is rank-deficient, and if they are to be estimated with less than 36 points (at

least three LS columns, guaranteeing that δr < δα).

Integrity Analysis

For a first overall approximation to the analysis of the system’s integrity, the results obtained from

running the filter as a localization approach (L), C-SLAM (C-S) and localization approach with

landmarks uncertainty (σrot = 1◦, σsh = 0.1 m, RS results in Table 5.7) are depicted in Figure 5.12

expressed in terms of the Stanford diagram (cf. Figure 2.1) (Tossaint et al., 2006). To illustrate

the integrity diagrams, the AL and PL are computed following the methodology described by Reid

et al. (2019) (see Section 2.3.1). To enhance the readability, both these statistics are computed

under the assumption that a vehicle with width wv = 2.5 m and length lv = 5.5 m navigates in

a bounding box of wr = 6 m and lr = 9 m, what leaves an alert limit AL of 1.75 m. Although

these are in general fairly unrealistic values, it benefits the identification of general patterns that

subsequently enable the comparison of the results with the above-mentioned filtering strategies.

Later, although Table 5.7 shows variations in the RMSE of each vehicle, these differences are in

general at the millimeter or centimeter level. Since these differences are in general several orders

of magnitude lower than the fixed AL, only the results obtained with vehicle 1 are displayed as

representative results for the complete set of vehicles.
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Figure 5.12: Integrity Results. The filter is run as a localization approach (top row, in accordance with

L results in Table 5.6), C-SLAM (middle row, in accordance with the C-S results in Table

5.6), and as a localization approach considering uncertainty on the landmarks (bottom row, in

accordance with RS configuration in Table 5.7). Again, the results are expressed by means of

XT (left column) and AT (right column) deviations relative to the true solution.



5.2. Application Example 87

In Figure 5.12, particular circumstances can be identified, regardless of the selected configuration.

First, the computation of the PL using the deviations of the state parameters relative to the

reference, leads to the fact that the magnitude of the PL is in most cases similar to the magnitudes

of the deviations themselves, but always reflecting results in the nominal operations region (cf.

Figure 2.1). That is the reason why mostly all graphs contain the solutions close to the dashed line

that bisects the area under the AL in two different sections.

Second, the solutions are displayed in a grid with cells of 1 cm2, and color-coded by the number

of solutions within the grid cell. This reveals the zones of the grid with a larger concentration of

solutions, which lead to the perceptions of the most probable solutions for each configuration and

each parameter. The localization approach (first row) shows most of the dark red tones in the lower

part of the nominal operations triangle, showing both low PE and PL. The fact that the overall

accuracy in the XT is higher than in the AT direction can be immediately seen by the fact that in

the AT diagram (top right), the dark red pixels reach further into the higher PE direction than the

XT diagram (top left). This event is easily identified also for the C-S and the RS results. Also,

it is reflected on the fact that the colored points are more scattered in the direction of the orange

arrows (lower PE).

Furthermore, comparing the results from the top and middle rows, it is possible to evaluate the

effect that the consideration of unknown landmarks has on the state estimation. The results from

the SLAM approach show the grid cells that contain the higher number of solutions (expressed in

red tones) are grid cells with PE and PL in most cases lower than 0.4 m. However, the less accurate

solution w.r.t. the solution obtained from the localization approach is reflected in the shape of a

higher number of solutions in the interval between 0.5 m and 1 m (almost empty for the localization

approach).

The localization solution with uncertainty on the planes (bottom row) shows a similar behavior

to the full localization approach (top row). Although the higher amount of solutions are in the

decimeter level, both for PE and PL. Here, a general loss of accuracy is shown within the dashed

green rectangles, and PE solutions are closer to the PL and the solutions are in the limit to the

misleading information area. More important in this discussion is the detection of epochs with

a high amount of error (pink dashed rectangle in the bottom right diagram). These grid cells

are colored in dark-blue tones, showing a low frequency of appearance (less than five solutions in

every pixel). This demonstrates that the consideration of uncertainty enhances the effects derived

from inadequate fixed processing parameters in dynamic time-invariant estimations. Nevertheless,

all these solutions are contained in the nominal operations area, guaranteeing that the solution is

always contained on the interval defined by the AL.

Lastly, the previous discussion can be referred to real integrity standards in order to obtain a

representative idea about the degree of conformity of the described simulation (with the current

configuration) with the real requirements. To achieve this task, Reid et al. (2019) establish a

classification of AL based on different vehicle and road sizes. In this way, the alarm would indicate

that the vehicle has exceeded the road limits, thus a potentially hazardous estimation has been

identified. Here, the AL are defined for an integrity risk of 10−8 (99.99999999%, or approx. 5.73σ),
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assuming that the PE is Gaussian-distributed (not always the case). With these requirements,

the AL defined are in the range of 0.4 m. Taking into account this definition, it is possible to

see that both results obtained with the localization approach fulfill this requirement, where 95%

of the results are bounded in the interval of ±0.15 m (confidence interval). Only around 0.5%

of the observations would exceed the AL, and those are caused by the observability and stability

problems characteristic in time-variant KF estimations (described in the Precision and Observability

sections of this chapter). However, this is not the case for the SLAM results, since the PE is mainly

dominated by the GNSS measurements, and they contain sometimes really large errors. Thus,

the importance of the introduction of geo-located map information as prior knowledge is again

underlined. Also, in absence of map information, the GNSS + IMU solution must be very efficient

in order to fulfill the integrity requirements defined in Reid et al. (2019).

5.3 Discussion

In this chapter, the different components of the developed simulation framework were discussed in

detail. Lastly, a sample run in a complex scenario was executed in order to identify the specifics of

dynamic network estimation.

On the one hand, the simulation framework contains different methodologies to model the vehicle

dynamics, the environment, and sensor observations. Given the numerous methodologies available

to model each simulation framework unit, their strengths and limitations were listed in each of its

dedicated sections. Subsequently, the sensor observations were fused in a Collaborative-Extended

Kalman Filter (C-EKF). The collaborative navigation methodology is implemented as a plane-

based centralized approach, where the measurements carried out by different sensors, mounted

in different vehicles, are fused in the one algorithm estimating the states from the complete set

of vehicles simultaneously. Also, the C-EKF can be run following different strategies, depending

on the degree of geolocation knowledge assigned to the detected elements of the environment. If

the detected elements of the environment are related to (assumed to be) perfectly gelocated map

elements, the filter is run as a localization approach (Section 5.1.4). However, the knowledge about

the environment is not always available, forcing the vehicles to perform the task of mapping the

environment while simultaneously locating themselves in it in a C-SLAM approach (Section 5.1.5).

Finally, the map elements are normally associated to uncertainties. When combined with absolute

measurements (e.g. GNSS measurements) this uncertainty must be considered. As a result, the

presence of the landmark is guaranteed by the map, although with an appropriate uncertainty,

leading to the execution of the filter as a localization approach with landmark uncertainty (Section

5.1.6).

On the other hand, the simulation framework and the designed algorithm were tested in a refined

sample scenario, with three vehicles navigating in an urban area defined by the 3D city model. This

model of the environment is essentially built up with planes, hence its suitability for the evaluation of

the plane-based estimation. However, the absence of a ground plane reveals a permanent insufficient

geometry for the estimation of the up-component of the position and the roll and pitch components
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of the attitude. With this in mind, the results obtained with the three different strategies were

compared, focusing mainly on the analysis of the 2D positioning and heading parameters. Here, it is

possible to see that the most accurate and precise results are obtained by the localization approaches

regardless of the landmark uncertainty, thus underlining the importance of the introduction of

highly accurate map elements in the estimation to obtain a robust solution. In SLAM, the accuracy

of the system is dominated by the GNSS measurements, provided that they are the only anchor to

the global frame. With this strategy, the overall accuracy and precision of the estimations depend

on the accuracy and precision of the initial pose of the vehicle.

In the epoch-wise analysis of the results, the dynamic character of the scenario is reflected in

the time series of the estimated parameters. It can be seen in Figure 5.10 that the accuracy and

precision of the estimated parameters vary from epoch to epoch, depending on the geometry of

the detected landmarks, and on the vehicle dynamics. Both factors can be directly related to the

system stability. Here, it was observed that in such a dynamic scene, the C-EKF solution rapidly

becomes unstable. This arises due to different factors:

• The utilization of a linear constant velocity and constant turn rate is heavily disrupted in

turning and accelerating/breaking maneuvers.

• Bad observability conditions of the estimation in some epochs are enhanced by the choice of

unsuitable process noise.

The high complexity of the scenario in terms of vehicle dynamics and environmental model

characteristics makes it difficult to visualize and quantify the epoch-wise effects caused by these

issues. As a result, individual scenarios are designed to enhance the effects of different estimation

matters, so that their effects can be evaluated and quantified.
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6 Sensitivity Analysis of Dynamic Sensor Networks

In Chapter 5, the filter that constructs the foundation for the study of dynamic networks is intro-

duced. Obviously, in the transition from geodetic to dynamic networks, the biggest challenge arises

from the necessity to understand the effects caused by the motion of the nodes within the available

adjustment techniques. However, the physical movement of the nodes is not the only factor in this

matter, but the appropriateness of and the dependency between processing parameters must as

well be considered as a crucial requirement. One example was already diagnosed in Section 5.2.2,

where the utilization of fixed processing parameters in a time-variant scenario exposes suboptimal

estimations. In this chapter, the analysis of the dynamic network problem is extended by assess-

ing the sensitivity of the adjustment to the different configurations. To achieve this goal, Section

6.1 offers an overview on the geodetic network optimization groundwork, continuing the discussion

about the issues that would emanate if these techniques were applied. Then, MC based experiments

are presented in order to evaluate the performance of the different sensor combinations (Section

6.2) and the filter sensitivity to processing parameters (Section 6.3). The findings in this matter

lead to the identification of the actions that maximize the adjustment performance in terms of the

criteria defined in Section 2.3.1, and at the same time, reduce the effects caused by by suboptimal

epoch-wise estimations.

6.1 Geodetic Network Optimization Problems for Dynamic

Networks

Grafarend (1974) classifies the network optimization in four design problems, depending on

the fixed and free parameters of the optimization (see Section 2.3.3). Taking into account these

definitions, a link between the ZOD and FOD and some events discussed in Chapter 5 can be easily

defined.

First, the ZOD problem (also known as datum problem) is defined as the problem to geo-reference

the network in a specific reference frame. Given the analysis carried out in Section 5.2.2, the

evaluation of our collaborative scenario in terms of accuracy deals with the analysis of the network

nodes’ deviations relative to the reference trajectory computed in the local topocentric frame. The

degree of conformity (level of accuracy) obtained depends on the amount of prior information

introduced in the filter in terms of absolute coordinates, thus illustrating the connection to the

filter observability (see Section 5.2.2). From this set of results two conclusions can be drawn:
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1. The localization approach (even under the consideration of landmark uncertainty, like e.g.

shown by Table 5.7) yields the most accurate results, revealing the map as a fundamental

piece of information to anchor the network to the local topocentric frame. This statement

is supported by the SLAM results, in which the presence of exteroceptive sensors does not

induce a significant increase of accuracy with respect to the GNSS+IMU loosely coupled

solution.

2. If the map is not introduced as prior knowledge in the estimation, the absolute GNSS position

and velocity measurements are the main anchor measurements that provide the network with

the necessary information for its location in the desired reference frame. In a SLAM approach,

where no GNSS measurements are considered, the filter would yield a solution that depends

entirely on the accuracy of the first position and orientation of the vehicles, provided that the

solution is primarily computed with exteroceptive sensor measurements (relative positioning).

Second, the FOD problem can be defined in geodetic network optimization as the task to find out

the optimum position of the nodes given a fixed configuration. This task does not necessarily have

to be related with the ZOD in dynamic networks, since relative inter-nodal measurements used for

the definition of the network (to other vehicles or elements of the environment) can be expressed

in the ego-vehicle frame itself, as it is done in most of the decentralized collaborative approaches.

Then, the network could be considered an (almost) rigid body with a particular position in a well

known geodetic frame. Translating the parameters shown in Table 2.1 from the GMM notation

to the C-EKF notation shown in this thesis, the FOD is carried out by considering Rk and Pk as

fixed matrices, whereas the Hc matrix is free. This, together with the configuration displayed by

Tables 5.3 and 5.5 allows to understand the C-EKF filter as a FOD problem. In Table 5.3, the

fixed standard deviation values used as weights in Rk are displayed. The characterization of Qx̂x̂

in geodetic networks (Table 2.1) as a fixed parameter implies that the target of the optimization

problem is formulated in its elements or as a function of Qx̂x̂. However, Pk in dynamic networks

(and more specifically in time-variant systems) is always computed as a function of the predefined

measurements, detected landmarks and their noise (Rk). This situation leads to a change in the

characterization of Pk, from a fixed parameter in the definition of Grafarend (1974) to a free

parameter in dynamic networks. In steady-state KF filter estimations (Simon, 2006), the system is

time-invariant, and hence P∞ and K∞ can be considered to be partially fixed, since they are kept

constant throughout the complete estimation time but they must be computed with the Discrete

Algebraic Riccati Equation (DARE), which is a function of Hk and Rk. Finally, Hck is computed

as a function of x̂−k , being free regardless of the computation methodology.

The SOD problem (also known as weight problem) consists of the computation of the optimum

weights for the estimation. However, the approaches described in the discussed literature are based

in the definition of criterion matrices in GMM estimations. In this thesis, a KF-based methodology

is used instead of a GMM. As a consequence, the solution using criterion matrices would force

the introduction of iterative methodologies to compute P+
k and Kk, increasing the computational

time, and affecting the effect that other parameters (e.g. Qd) have on the estimation. The

application of criterion matrices is smoother in steady-state estimations, given that the computation

of P∞ and K∞ can be done in advance, and subsequently, they both remain unaltered epoch-



6.2. Best Sensor Combination 93

wisely. Nevertheless, these techniques are in general bypassed in this thesis, given that the steady-

state estimation itself consists of a suboptimal estimation technique (Simon, 2006). Moreover,

given that the weights are also used to define the quality of the sensor measurements, a MC-

based methodology is presented in Section 6.2 targeting the evaluation of the impact that the

different sensors (with different measurement quality) have on the state estimation. Also, the sensor

measurement precision can be introduced according to real sensor specifications, establishing in this

way a relation to their cost (low-cost → high-end), and expressing the results obtained in terms of

cost efficiency relation of each sensor combination.

Furthermore, it is certainly possible to associate the Third Order Design (THOD) problem with

the SOD as it is being understood in this thesis. Obviously, the precision of the used sensors

produces an impact on the state estimation, but also does the variation in the number of measure-

ments considered, as well as their geometric characteristics. Thus, the evaluation of the best sensor

combinations would never be complete without the detailed analysis of the impact each sensor has

on the state estimation.

Finally, in addition to the four geodetic network optimization problems, a special issue related

with the node dynamics should be considered in dynamic networks. In dynamic systems, the

movement of the object is defined by a motion model, and its discrepancies with the real physical

model described by the object are compensated within the system by the process noise. The

amount of fluctuation expected between the motion model and the real trajectory is defined by the

PSD, and can be selected depending on the target of the estimation. Here, the negative effects of

suboptimal process noise PSD have been already diagnosed in Section 5.2.2. Hence, a simulation

scenario is presented in Section 6.3, where the sensitivity of the estimation to suboptimal PSD

values is evaluated by means of Monte Carlo methodologies.

6.2 Best Sensor Combination

In the advent of autonomous navigation, a wide spectrum of sensors is developed and commercial-

ized under numerous specifications and prices. This situation offers the users a great flexibility to

select the most suitable sensor combination to fulfill the desired target. The principle of multi-sensor

fusion is based on the association of different sensor measurements with different characteristics

within the same algorithm in order to overcome the weaknesses of each individual sensor. This

statement might easily lead to the assumption that if a large amount of sensors is used, the under-

standing of the environment and the overall robustness of the vehicle localization improves, rather

than if only a few sensors are used. However, this rather sensible assumption (more information

in → better result out) is not always fulfilled. In general cases, the utilization of a larger amount

of sensors is accompanied by an increase in the overall cost and complexity of the multi-sensor

system, which grows significantly in collaborative scenarios. As a result, a good evaluation of each

sensor’s strengths and limitations can help to optimize the overall cost (both in the computational

and economic sense) of the system, while still achieving the desired performance. An adequate



94 6.2. Best Sensor Combination

Figure 6.1: Scenario used for the identification of the best sensor combinations.

sensor combination would not only help to facilitate the commercialization, but also to increase

the number of suitable applications of the final product.

In multi-sensor fusion methodologies, the intrinsic geometric and physical characteristics of every

sensor govern the role that each particular sensor plays in the estimation. One example can be

obtained in the analysis of the sample scenario in Section 5.2.2 (Table 5.6), where the overall

results from running the filter as a localization and as a SLAM approach are compared. In spite

of using the same sensor architecture, significantly different results are obtained depending on

the level of prior knowledge from the environment introduced on the adjustment. In that case,

the proprioceptive sensors feed the system with the necessary information to anchor the dynamic

network to a well-known geodetic frame (in other words, provide information for the ZOD datum

problem), and the exteroceptive sensors collect the additional information about the environment.

However, the relative measurements carried out with the exteroceptive sensors are not sufficient to

geolocate the vehicle in the absence of proprioceptive sensors. If the geolocation of the detected

landmarks is known (localization), the exteroceptive sensor measurements are able to use this

knowledge to correct the position of the object in which they are mounted, an amount proportional

to the appropriateness of the landmark layout. On the contrary, the SLAM algorithm relies entirely

on the proprioceptive sensors for adequate georeferencing of the objects involved in the navigation

scenario (both fixed and dynamic).

With this in mind, the study on the impact induced on the state estimation by each individual

sensor is carried out. Here, the analysis is divided into two different directions. On the one hand,

it is crucial to obtain information about the outcome from running the filter with different sensor

architectures. On the other hand, in addition to the sensor architectures (and their role within the

estimation), the actual market provides a vast range of sensors with different qualities. Therefore,

the sensitivity of the estimation to the different sensor combinations would never be complete

without the consideration of the sensor measurement quality in terms of precision.

Hence, an MC-based experiment is designed in order to evaluate the sensitivity of the estimation

in terms of the two previously discussed features.

6.2.1 Scenario and Sensor Setup

First, the focus is drawn to the design and implementation of an scenario that enhances the effects

caused by the sensor measurements, and mitigates the inconsistencies caused by the other features

of the filter (e.g. vehicle dynamics or motion model). This is achieved by the simulation of two
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Table 6.1: Sensor measurement standard deviation and update rate: best sensor configuration experiment.

Sensor Measurement σ Update Rate

GNSS

ptGNSS 2 [m] 1 Hz

vtGNSS 0.2 [m/s] 1 Hz

V2V 2 [m] 1 Hz

IMU φ θ ψ 0.0001 [rad] 1 Hz

Laser S. r 0.01 [m] 1 Hz

Cameras pcam 0.01 [m] 1 Hz

trajectories of approx. two minutes each (130 s), where the vehicles are assumed to navigate in

an urban area describing two perfectly straight trajectories at a constant velocity, in opposite

directions. Also, a rather elementary model of the environment is introduced, with four perfectly

rectangular blocks of buildings (cf. Figure 6.1). The advantages provided by the simulation in this

scenario are twofold:

• The constant velocity and constant turn rate described by the trajectory neglect the incon-

sistencies between the decoupled linear motion model selected and the actual motion of the

vehicles, mitigating the importance of the process noise.

• The simplicity of the motion model outlines two predominant environmental geometries (i.e.

urban canyon and intersection), facilitating the identification of the events caused by the

geometric characteristics of the laser scanner and stereo cameras individually.

As a result, the isolation of the effects caused by the measurements themselves is guaranteed,

being able to interpret the results disregarding the possibility that some of the features that are

the object of the study are covered by the effect of other filter components.

Second, the error model established in the update is simplified significantly from the configuration

shown in Section 5.2.1, aiming to facilitate the analysis. Initially, the GNSS measurement noise

(both for positioning, velocity and V2V) is not computed as a function of the satellite geometry,

and it is substituted by random Gaussian noise with the standard deviations shown in Table 6.1.

In addition, the uncertainty of the environmental model elements is eliminated and the strap-

down navigation tool is neglected, assuming the attitude measurements also to be only affected by

random noise. Finally, in order to highlight their performance in urban areas, the quality of the

laser scanners and stereo cameras is increased to the centimeter level.

The importance in the selection of suitable process noise values for the velocity and attitude

decreases given the stationary characteristics of the vehicle dynamics, making the decoupled linear

model shown in Eq. (5.23) perfectly suitable for the estimation. The values chosen are displayed

in Table 6.2. Furthermore, the initial uncertainties of the estimation are adapted to the actual

measurement noise model (see Table 6.3).

Finally, it is essential to define a suitable simulation strategy for the evaluation. In this first

experiment, the filter is run 200 times as a localization approach with each of the sensor setups
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Table 6.2: Random walk process noise spectral density: best sensor configuration experiment.

Parameter PSD

Velocity (qvel) 0.01 [m2/s3]

Attitude (qatt) 0.01 [rad2/s]

Table 6.3: Initial variance of the state parameters: best sensor configuration experiment.

Parameter P0

Position 2 [m2]

Velocity 0.50 [m2/s]

Attitude 0.1 [rad2]

Table 6.4: Sensor configurations

S GNSS IMU Laser S. S. Cameras V2V

1 3 3 3 3 3

2 3 3 3 7 3

3 3 3 7 3 3

4 3 3 7 7 3

shown in Table 6.4. In each run, the measurement noise standard deviations are fixed, but the

shared magnitudes are varied so that the effects that an individual error applied to an individual

measurement has on the state estimation are generalized. As it can be seen from Table 6.4, the

GNSS receiver and the IMU are always used, keeping it as the core sensors that collect the basic

information to anchor the network (V2V measurements also maintained in all sensor setup) to the

local topocentric frame. Then, S-1 (sensor setup 1) assumes two vehicles fully equipped and is

used as a reference solution, provided that it is expected to be the best solution in terms of both

accuracy and precision. Subsequently, setups S-2, S-3 and S-4 neglect the stereo cameras, laser

scanner and both exteroceptive sensors, respectively. In this way, the individual impact of each

sensor measurement on the estimation is isolated, and interpretation of the results is made easier.

6.2.2 Sensitivity Results

Figure 6.2 illustrates the results obtained from the previously described MC simulation (Vehicle-1).

The parameters selected for the analysis are the 2D (top row) and Along-Track (AT) (bottom row)

position deviations of the estimated parameters relative to the true parameters. Then, the epoch-

wise mean deviations (left column) and standard deviations (right column) of the 200 runs are

displayed in solid red, dashed green, solid blue and solid black for each configuration, respectively.

Looking into any of the four graphs displayed, the influence of the landmark layout can be easily

identified. At the beginning, the filter takes approximately 20 s to converge into a rather stable

solution. Afterwards, the accuracy of the solution stays slightly below 0.5 m in both AT and 2D

estimations until 55 s after the start. In this time interval, both vehicles navigate in an urban canyon



6.2. Best Sensor Combination 97

with two planes lying perfectly parallel to the direction of driving, producing an outcome in the

XT direction at the sub-millimeter level in terms of accuracy and precision for any of the solutions

computed with at least one exteroceptive sensor, thus it is not shown. Given that the estimation

is dominated by the exteroceptive sensors and no additional source of uncertainty (texture of the

facades, outliers or oclusions) are considered, the results obtained can be easily assessed. In the

urban canyon situation, approx. 2600 exteroceptive sensor measurements (n) are processed, each

of them with σ = 0.01. Thus, given that

ε =
σ√
n

=
0.01√
2600

= 1.96 · 10−4[m], (6.1)

the influence of the laser scanner and stereo camera measurements is demonstrated. Immediately

afterward, the exteroceptive sensors are able to identify two additional planes that lie perfectly

perpendicular to the direction of driving (urban intersection, characterized with a gray background),

leading to a sudden increase in both accuracy and precision of the results. It is precisely under

this geometric conditions where the influence of each individual sensor is evident. The first event

that captures the attention is the fact that the S-1 (solid red) and S-2 (dashed green) solutions

are almost equivalent (cf. Table 6.2). This event reveals the dominance of the laser scanner

measurements with respect to the other sensors, since the addition of the stereo cameras to the laser

scanner solution only represents a marginal improvement to the overall solution (sub-millimeter level

differences). This statement is also confirmed by the fact that the area of sudden improvement

illustrated by the S-3 (without laser scanner, solid blue line) solution is significantly shorter (approx.

17 s) than the other solutions (approx. 30 s). In this time intervals, the 360◦ field of view of the laser

scanner allows not only to detect the landmarks that lie ahead, but also behind the vehicle at every

point in time. This is not the case for the pair of stereo cameras, that operate with a significantly

lower field of view. Although the vertical field of view is significantly higher than with the laser

scanner, this does not allow the identification of additional landmarks, given that the building

facades are continuous and vertical until the rooftop, which cannot be detected with land-driven

vehicles. The shortcoming caused by the stereo pair field of view can be tackled with the addition of

further stereo pairs oriented in different directions, although increasing the overall cost of the multi-

sensor system for the addition of sensor measurements that do not produce a significant increase

in the performance of the adjustment (considering only its geometrical characteristics). Once the

urban intersection is passed, showing an epoch-wise progressive decrease of sensor measurements

intersecting with the planes that lie perpendicular to the direction of driving, the vehicles again

enter an urban canyon situation till the end of the scenario. In this section, the solution goes back

to the levels of accuracy and precision shown in the first segment of the scenario. Finally, it is worth

mentioning that the GNSS + IMU solution remains steady for the rest of the trajectory, with lower

overall accuracy and precision, provided that it remains unaffected by the environmental geometry.

Moreover, the environmental geometry is also the reason that prevents the evaluation of a sensor

setup in which the GNSS measurements are omitted. In plane-based estimations, the urban canyon

geometry is insufficient for the positioning in the AT (as shown in 6.2 results). Thus, the absence

of GNSS leads to immediate divergence of the filter in AT direction, until the urban intersection

geometry is reached. With this configuration, the errors exceed the two meter level already a few
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Figure 6.2: Varying sensor results of Vehicle-1. The results in the AT direction are expressed in absolute

value to facilitate the readability of the illustration.

seconds after the start, thus compromising the visualization of the results obtained with a different

sensor configuration.

In this simulation, the overoptimistic standard deviation selected for the attitude measurements

leads to results at the level of 10−6 degree, aiming to neglect the influence of the vehicle dynamics

on the simulated scenario. However, the importance of the IMU measurements is discussed in detail

in the simulation carried out in the following Section 6.3.

Lastly, it is important to highlight the absence of qualitative information in the sensor mea-

surement simulation, that affects crucially the evaluation of these results. Taking into account

the previous description, one might think that if a laser scanner with this geometric characteristics

(360◦ field of view and 16 lines of vertical aperture) is considered, the stereo cameras are not needed.

However, the analysis does not consider the intrinsic qualitative information that is provided by

the measurements such as RGB values that could help in feature recognition (laser scanners lack

this information), multi-spectral information, etc. Therefore, this set of results may be interpreted

only as an analysis by means of the sensor geometry, and only under the selected configuration.

Simulations with a line scanner, monocular cameras, identifying landmarks represented as point

features in the map or different filter designs would yield completely different results.

Sensor Quality

In the previous set of results, the filter sensitivity to different sensor combinations are evaluated.

This serves not only to underline again the fact that the accuracy and precision of the system are

dominated by the exteroceptive sensors in localization approaches (assuming the 3D city model

to be known), but to validate the algorithm as well. In contrast to the sample run carried out in

Section 5.2.2, the simplicity of this scenario enables the effortless recognition of the effects caused by

the two prevailing environmental geometries, and the typical behavior of the EKF estimations (e.g.
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Table 6.5: Overall Results of the MC simulation with varying sensor architectures. The overall RMSE and

mean σ obtained from each of the four configurations introduced in Table 6.4, are displayed for

the 2D, AT and XT position parameters in [cm].

S-1 S-2 S-3 S-4

R
M

S
E 2D 42.206 42.202 45.082 75.344

AT 42.206 42.202 45.082 47.030

XT 0.007 0.007 0.069 49.189

σ
2D 40.235 40.236 47.742 74.415

AT 40.235 40.236 47.739 52.619

XT 0.006 0.006 0.086 52.619

typical convergence time and stability in a rather steady estimation). However, although different

sensor architectures are evaluated, the sensor measurement quality remains an open question.

In order to obtain answers, a specific MC simulation is designed using the same scenario as

described in Section 6.2.1. Now, the focus is drawn to the assessment of the observation quality

instead of the impact of the sensor itself. This is introduced in the adjustment by means of the

standard deviation values used to model the measurement noise, which can be selected in accordance

to the sensor specifications. It is worth remembering that the exteroceptive sensors show, besides

inliers, outliers caused by reflections or occlusions. Using the actual model of the environment, the

question of a specific outlier distribution is a troublesome task to accomplish. Consequently, both

the outlier detection and the effects that undetected outliers have on the adjustment (internal and

external reliability) are dismissed in this analysis, leaving the study of inliers generated by different

sensors as the only feasible feature to be evaluated.

The MC-based experiment is implemented by defining a multi-variate domain, where each di-

mension is defined by the interval that contains feasible values, following an approach like the one

described by Boffi (2018), although with a higher dimensionality. First, this scenario contains

the simulation of two trajectories, that describe the movement of two vehicles that navigate in

opposite directions in an urban scenario describing a perfectly straight path at a constant velocity.

Due to this situation, the necessity to include the IMU orientation, the GNSS velocity and the

process noise parameters in the analysis is bypassed. Second, the influence of the V2V uncertainty

is deeply analyzed in Chapter 7. As a result, the standard deviation of the inter-vehicle measure-

ments and standard deviation of the IMU measurements are fixed in the experiment. Subsequently,

the domain for the creation of the random MC samples is a three-dimensional parameter space,

where the first dimension is defined by the laser scanner measurements standard deviation, the

second is defined by the standard deviation of the stereo camera measurements and the third by

the standard deviation of the GNSS measurements. The lower and upper bounds of the intervals

are symbolically selected (not in accordance to any real sensor specifications) but in a pessimistic

way so that it is guaranteed that all feasible values are contained in the parameter domain. With

this in mind, the interval for the exteroceptive sensors consider observations with white noise in

the interval 0.05 m ≤ σLS, σCAM ≤ 1.5 m, and 0.4 m ≤ σGNSS ≤ 10 m (like e.g. RTK without

ambiguities fixed). The error modeling under the lower bounds is considered to be overoptimistic
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Table 6.6: Sensor measurement standard deviation and update rate: sensor quality assessment

Sensor Measurement σ Update Rate

GNSS

ptGNSS [0.4− 10] [m] 1 Hz

vtGNSS 0.2 [m/s] 1 Hz

V2V 2 [m] 1 Hz

IMU φ θ ψ 0.0001 [rad] 1 Hz

Laser S. r [0.05 – 1.5] [m] 1 Hz

Cameras pcam [0.05 – 1.5] [m] 1 Hz

(adding to the fact that no outliers are generated), and over the upper bound the errors could be

assumed to be outliers. The summary of the measurement noise configuration can be seen in Table

6.6.

As a last step of the simulation scenario definition, the filter is run 4000 times, each of them with a

random combination of 3D values s ∈ V 3 (where V 3 = {[σLS] , [σCam] , [σGNSS]}). In contrast with

the previous experiment, the shared error magnitude from the random vector is fixed, so that the

same magnitude is applied to each measurement identically in each run, so that the only variable

parameter is s. Consequently, a set of general statistics (mean standard deviation and RMSE) is

obtained from each run/score.

Figure 6.3 illustrates the distribution of the samples within the parameter space, achieved with S-

1 (cf. Table 6.4) sensor assembly. Then, each sample is color-coded by the selected score (XT RMSE

for the left panel, and AT RMSE for the right panel). Here, the main difference between those two

diagrams is the range between the lowest and highest score for each parameter. The previously

identified higher impact of the S-1 sensor combination in the XT with respect to the AT estimation

is visible, showing all samples colored in dark-blue tones in the left panel (XT), in contrast to the

multi-color solution obtained in the right panel (AT). The diagram that displays the results in

the XT demonstrates also the high performance of the filter in terms of accuracy, regardless of

the sensor noise used, showing a difference of 0.019 m between the sample that yielded the highest

accuracy (RMSE = 0.008 m) and the sample that yielded the lowest (RMSE = 0.027 m). In the AT

estimation, the outcome is slightly different. First, the sample that yields the most acurate overall

result (0.189 m) is s = {0.409, 1.079, 0.220}, and it coincides with the sample that contains the

closest GNSS measurement standard deviation to the lower bound of the dimension domain. Then,

it is possible to see a progressive loss of accuracy of the system in the Z-direction of the graph, or

what is the same, as the GNSS measurement standard deviation increases. This situation reveals

that the AT estimation is dominated by the GNSS observations. This is expected since the results

shown in Figure 6.2 reveal that the plane layout in urban canyons does not have any impact on

the AT estimation. The geometrical characteristics of this environment are only sufficient for the

complete 2D estimation in the central section, where the planes that lay perpendicular to the

direction of driving (urban intersection) are detected. In addition, it is possible to see that the

laser scanner and camera measurement standard deviaitons do not have a big impact on the state

estimation. In this cases, the abundance of observations, together with the overoptimistic symmetry
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Figure 6.3: MC sample distribution in the parameter space for Vehicle-1 equipped with S-1 sensor combi-

nation (cf. Table 6.4). The samples are color coded by the RMSE obtained with the sample

composed by the three parameter space directions for the XT (left panel) and AT (right panel).

A different scale is used for the Z-direction for graph readability purposes.

of the environment mitigate the effects that the exteroceptive sensor measurement noise selected

has on the estimation.

Visually, the previously identified tendency in the AT results seems evident in Figure 6.3. How-

ever, the visual interpretation of this graph depends on the illustration characteristics (e.g. perspec-

tive, color, size, etc.), and given the significant amount of information contained, the current display

could be misleading. To avoid possible misinterpretations, the sensitivity is evaluated numerically.

If the 4000 three-dimensional samples are associated with the their respective scores it is possible

to analyze the possible correlations between the scores and the parameters. The correlation coeffi-

cients between two variables M and O with N scalar observations (with N = 4000 in our case) are

computed with Eq. (6.2).

ρ(M,O) =
1

N − 1

N∑
i=1

(
Mi − µM
σM

)(
Oi − µO
σO

)
(6.2)

Therefore, the results for the four variables analyzed (σLS, σCam, σGNSS and RMSEAT) are shown

in the following matrix:

ρ =


1.0000 0.0306 −0.0265 −0.0295

0.0306 1.0000 −0.0134 −0.0152

−0.0265 −0.0134 1.0000 0.9771

−0.0295 −0.0152 0.9771 1.0000

 . (6.3)

Taking a look at the bold values displayed in Eq. (6.3), the high correlation between the third

(σGNSS) and fourth (RMSE) dimensions of the defined domain (GNSS measurement standard

deviation and sample RMSE) is exposed, indicating a strong sensitivity of the RMSE to small

changes in the σGNSS. Then, the rather low values obtained for the cross-correlation of σLS and
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σCam reflect a low impact of those variables on the RMSE. Consequently, the large impact of the

GNSS measurements in situations where the landmark layout is disadvantageous for the relative

positioning is underlined. However, if clustering techniques (supervised or unsupervised) are to be

applied in order to extend the analysis, a higher number of variables (like e.g. σIMU or σV2V) and

a more complex scenario must be considered.

To conclude, it is possible to state that, in localization approaches and in favorable landmark

layout situations, the simple addition of exteroceptive sensors is translated into a significant increase

in the accuracy and precision of the adjustment. However, in disadvantageous landmark layout

situations, the GNSS measurements take over as the most important observations in order to

provide the system with the necessary accuracy to meet the navigation requirements.

6.3 Vehicle Dynamics Evaluation

It is well known that the estimation of the vehicle dynamics is a crucial task in multi-sensor fusion

and intelligent traffic applications. Schubert et al. (2008) survey numerous models with different

degrees of complexity to investigate this topic. However, no matter the novelty of the motion model,

it can never match the actual motion of the object flawlessly. Hence, it is necessary to evaluate

how the inconsistencies created by imperfect motion models affect the state estimation, in order to

identify suitable actions to guarantee the filter stability and accuracy. The EKF approach enables

the compensation of the mentioned disruptions through the consideration of process noise in the

prediction step. The designation of an adequate process noise model is a fundamental task in the

estimation, provided that it does not only defines the amount of fluctuation allowed between the

motion model selected and the actual movement of the vehicle, but also constraints the amount

of variation that can be achieved in the correction step once the measurements are received. In

other words, if no process noise is considered the predicted states are assumed to be perfect, and

therefore, the state estimation is dominated by the prediction. On the contrary, a high process

noise defines an vague prediction, transferring the burden of the estimation to the measurement

update. For this reason, it is crucial to assess the Power Spectral Density (PSD) combinations that

are suitable for the numerous ranges of maneuvers performed by the vehicles in urban scenarios.

The complexity of this task is constrained by the characteristics of the system at hand. In static

and time-invariant estimations, the selection of adequate fixed processing parameters boosts the

performance of the adjustment to the maximum (optimization), as the amount and distribution

of the observational work remains stable throughout the complete trajectory. However, highly

dynamic and time-variant systems (e.g. the scenario described in Section 5.2.2) require an epoch-

wise evaluation since the distribution of observational work changes from epoch to epoch. Here, the

selection of fixed values would not only produce a degraded solution in epochs where the process

noise PSD combinations used are unsuitable for the measurement geometry or the vehicle maneuver,

but also could lead to undesired biases caused by de-regularization of matrices (such as Kk or P−k )

(Zhang and Oliver, 2011).
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Figure 6.4: Scenario selected for the process noise to measurement noise optimization. The 3D City model is

the selected model of the environment, focusing on an area of Linden neighborhood in Hannover

(Germany).

In this section, MC-based approaches are presented, designed in order to find out suitable PSD

combinations in dynamic time-variant and time-invariant systems. Also, the epochs with unstable

estimations are pinpointed and associated with the vehicle scene, enabling in this way a diagnosis

of the most vulnerable situations for inadequate process noise modeling.

6.3.1 Simulation Scenario and Setup

As in Section 5.2.2, the evaluation is built upon the simulation of an urban scenario where three

vehicles navigate for approximately three minutes (cf. Figure 6.4). The selected model of the

environment is the 3D city model with LoD-2, and the trajectories are generated from digitalized

waypoints (see Section 5.1.1). Since the target is to evaluate the effect the process noise has

on the estimation, each trajectory is generated with different degrees of turning maneuvers, and

sequential accelerating and breaking maneuvers. It is possible to see in Figure 6.4 that the trajectory

described by vehicle 1 contains two major turning maneuvers in different directions, describing an

s-shaped trajectory. Vehicle 2, describes an almost straight trajectory, and vehicle 3 drives in

south-west direction performing sequential turning maneuvers in a sinusoidal trajectory. If the
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absolute amount of turning maneuvers is accumulated, vehicle 2 is the vehicle with the lowest

value (1.35 rad), followed by vehicles 1 (5.09 rad) and 3 (57.28 rad). Simultaneously, vehicles 1 and

2 perform sequential breaking and accelerating maneuvers while turning, in order to achieve more

realistic vehicle dynamics. Vehicle 3 remains at a fairly constant (low) velocity throughout the

complete trajectory. In this scenario, the same sensors and their distribution in the vehicle frame

(leverarm) as in Section 5.2.2 are considered.

This scenario is used in order to identify and evaluate an adequate process noise combination

(qvel − qatt) in Section 6.3.2, and also a suitable process noise to measurement noise relation

(qatt − σatt) in Section 6.3.3. Thus, the particular processing parameter configurations used for

each purpose are described in each respective section.

6.3.2 Process Noise Assessment

In the experiment described in Section 5.2.1, the velocity and the attitude parameters are considered

to be random walk variables, where the values of PSD that describe the magnitude of the process

noise are fixed throughout the complete trajectory. In this example, different combinations were

empirically tested, selecting for the evaluation the sample that yielded the most adequate results

(cf. Table 5.4). However, it is obvious that this methodology is not entirely suitable to establish the

optimum combination as the complete sampling of the domain has not been achieved. Additionally,

the results from the sample experiment showed that the choice of a fixed PSD value for the process

noise modeling is not suitable for dynamic environments, provided that the vehicles undergo a wide

variety of maneuvers in a broad range of environmental situations.

In order to find an adequate process noise combination for the designed scenario, the MC method-

ology introduced in Section 4.4.2 is applied. This is because although a marginal idea about the

behavior of the estimated parameters can be anticipated given the shape of the trajectories and the

characteristics of the object dynamics, the dependencies between observations and the stochastical

relationship between the parameters are too complex to define a suitable value for the complete

range of maneuvers performed within a trajectory. However, it is possible to define the multi-variate

domain (2D in this experiment) in which the optimum value is guaranteed to be contained, as in

the methodology explained in section 6.2. Then, 4000 random samples are generated within the

intervals described in Table 6.7 with a logarithmic distribution (cf. Figure 6.5). Afterward, the

filter is run one single time with each sample (each time, the same seed for the random vector is

used), obtaining the complete set of global statistics (e.g. RMSE or SD) and time series in each

run.

To facilitate the analysis, the GNSS measurement noise model computed as a function of the

DOP values is substituted by random white noise with the standard deviation displayed in Table

6.7. For the same reason, the filter is run as a localization approach (without uncertainty on the

planes), and the strap-down navigation algorithm is neglected, using the roll, pitch and yaw/heading

measurements in the update step, assuming that the results from the strap-down integration are

obtained in advance. The update rate selected for these measurements is slightly higher (10 Hz)
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Table 6.7: Sensor measurement standard deviation, random walk process noise spectral density and update

rate: process noise assessment experiment.

Sensor Measurement σ Update Rate

GNSS

ptGNSS 2 [m] 1 Hz

vtGNSS 0.2 [m/s] 1 Hz

V2V 2 [m] 1 Hz

IMU φ θ ψ 2 [◦] 10 Hz

Laser S. r 0.1 [m] 1 Hz

Cameras pcam 0.1 [m] 1 Hz

PSD
qvel 0 − 1.5 [m2/s3] 10 Hz

qatt 0− 1 [rad2/s] 10 Hz

Table 6.8: Initial covariance of the state parameters: process noise assessment experiment.

Parameter P0

Position 2 [m2]

Velocity 0.50 [m2/s]

Attitude 0.3 [rad2]

Figure 6.5: PSD attitude (left) and velocity (right) histogram samples.

than for the previous experiment (1 Hz). Otherwise, the disruption of the motion model during

turning maneuvers (particularly in vehicle 3) introduce large errors that cannot be compensated;

neither with the exteroceptive sensor measurements in the update step, nor with the proccess noise.

Finally, the initial uncertainties of the state parameters are adapted to the new set of measurement

noise standard deviation values (cf. Table 6.8).

Furthermore, the exteroceptive sensor measurements couple the position and attitude parame-

ters in the update state. This, together with the fact that the position and velocity parameters

are coupled within the prediction step, yields a scenario in which all parameters are coupled within

the filter. For this reason, either the process noise considered for the velocity, or the process noise

considered for the attitude, end up having an influence on all parameters. Should the exteroceptive

sensor measurements not be considered, the dependencies and correlations between functional and

stochastical variables change significantly. To evaluate these effects, the simulations are performed

using two sensor combinations. One that combines simulated measurements from all available

sensors (i.e. GNSS, IMU, laser scanner and stereo cameras), and another one in which the mea-
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surements from the exteroceptive sensors are neglected. With the latter configuration, the number

of measurements considered in the update step is fixed throughout the whole estimation (the num-

ber of visible satellites is also not considered), so the system can be considered time-invariant

(steady). One possible solution for these types of systems would be by computing the constant

P∞ and K∞ with the well known DARE (Simon, 2006). However, this methodology is ignored in

these experiments since the solution is already suboptimal at the initial epochs of the estimation,

while the filter did not converge yet. This approach would represent nonetheless a suitable option

in estimations where the computational effort is still a primary consideration.

In Figure 6.6, the surfaces that result from applying a triangulation-based interpolation algorithm

to the global 2D (top row) and heading (bottom row) RMSE results obtained for each randomly

generated sample within the specified domain (cf. Table 6.7) are displayed for each vehicle. If the

surfaces obtained with each vehicle are compared, the influence of the different vehicle dynamics is

evident. First, the estimation of the 2D position and heading with vehicle 1 yields values of approx.

4 cm and 6-7·10−4rad (roughly 0.3◦) with the vast majority of the samples revealing a rather low

sensitivity of the RMSE with respect to the PSD combinations. Differently, the solutions obtained

with vehicle 2 are slightly less accurate in the case of the 2D positioning estimation (approx. 8 cm)

excluding the region of the domain that contains the samples with low qvel. Hence, the motion

model is not excessively disrupted in the prediction step. The overall loss in accuracy is originated

due to the disadvantageous landmark layout, much more favorable in the region where vehicle

1 navigates than for vehicle 2 (with one long plane on the right side of the vehicle, see Figure

6.4). On the contrary, the mentioned landmark layout proves to be sufficient for the heading

estimation, showing a marginal increase in accuracy with respect to vehicle 1. This outcome fits

the expectations, as this trajectory is almost straight at an almost constant velocity. The suitability

of the selected motion model is however an exception for this particular trajectory, and given the

simplicity of the motion model used, inconsistencies are expected. Hence, adequate values must be

selected in order to represent the discrepancies between the motion model and the real trajectory

dynamics. One example is shown in the results from vehicle 3, which differ significantly from the

ones obtained from the first two vehicles. Here, the larger position and heading RMSE results

are shown in the region of the domain with lower qatt. This is again a rather expected result,

provided that the constant turn rate considered in the motion model is heavily violated during

turning maneuvers, and therefore, larger qvel and qatt must be considered to compensate these

inconsistencies. The heading analysis provides a clear evidence to this allegation, in which the

tones of the surface reveal effects that resemble overlapping rounded layers in the regions of the

parameter space with low PSD values. This results in an area with dark-blue tones that contain

the PSD combinations that maximize the overall accuracy of the heading estimation.

Although the mentioned overall results computed with fixed PSD combinations (throughout the

complete trajectory) are sufficient for the identification of general patterns, the results from the

sample experiment (see Section 5.2) showed this approach leads often to suboptimal epoch-wise

estimations in dynamic environments. Therefore, the time series obtained from the MC simulation

are displayed in Figures 6.7, 6.8 and 6.9 for vehicles 1, 2 and 3, respectively. On the one hand, the

estimated 2D position and heading deviations relative to the reference trajectories are displayed

in the first and third rows, separating the outcomes obtained with both sensor architectures (with
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Figure 6.6: Surfaces obtained for the MC simulation for each vehicle. The scores (2D RMSE in the top row

and RMSE heading in the bottom row) obtained with each of the randomly distributed samples

within the specified domain in (cf. Table 6.7), are interpolated using a triangulation-based

algorithm. Please note the different color-map interval for the third vehicle.

and without exteroceptive sensors) in the left and right columns. In these plots, three different sets

of results are compared: (i) the epoch-wise mean of the 4000 runs (black line), (ii) the time series

obtained using the fixed qvel and qatt combination (Best Sample (BS)) that yields the best overall

score (e.g. sample with the lower RMSE) (green line), and (iii) the result from computing the

trajectory with the most adequate epoch-wise qvel and qatt combination (red line). On the other

hand, the epoch-wise PSD combinations used to obtain the most accurate 2D position and heading

outcomes (red lines) are displayed in the graphs from the second and fourth rows, respectively.

Here, it is crucial to clarify that the best epoch-wise combination is identified for the position and

heading independently, so that it is possible to assess whether the combination is suitable for the

estimation of both states (similar epoch-wise combinations) or only for one. Finally, in the last

row, the absolute velocity and heading time series are displayed. In this way, it is not only possible

to identify and quantify the accuracy loss due to inadequate PSD value selection, but also to relate

the most vulnerable segments of the trajectories to particular maneuvers as well.

The results from vehicle 1 displayed in Figure 6.7 are fairly convenient to start the analysis, since

they are derived from a straight trajectory at a constant velocity, clearly interrupted by two turn-

ing maneuvers, where the vehicle also performs the required sequential breaking and accelerating

maneuvers to ensure safety. The first turning maneuver starts around 50 s after the start (pink

background). There, it can be seen from Figure 6.7c, that both the values required to minimize the

deviations rise significantly, until the vehicle stops turning 65 s after the start. This scene describes
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Figure 6.7: Vehicle 1 2D (first row) and heading (third row) deviations of the estimated trajectory relative to

the reference solution using a sensor architecture with (left column) and without (right columns)

exteroceptive sensor measurements. The most adequate epoch-wiese PSD combinations obtained

for the 2D and heading (independent) estimations are shown in the second and fourth rows,

respectively. Finally, the absolute velocity and heading are displayed in the fifth row. Please

note the different vertical scales used in Figures 6.7e and 6.7f.

perfectly the reason why the process noise is necessary. Until this maneuver, the vehicle navigates

at a pretty straight trajectory at a constant velocity (cyan background). In these conditions, the
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outcome from the prediction step using a decoupled linear constant velocity and constant turn rate

motion model does would not differ much from the nominal trajectory in absence of additional

sensor measurements. Hence, the rather low qvel values yielded by the MC simulation (Figure

6.7c, magenta line). However, in breaking/accelerating or turning maneuvers, the motion model is

disrupted, and the inconsistencies between the actual motion of the object and the motion model

need to be compensated with larger PSD. The second turning maneuver takes place approx. 110 s

after the start (yellow background). In contrast with the first turn, the vehicle starts breaking

and turning at the same time, although leading to the same previously introduced outcome, with

the qvel and qatt rapidly rising in order to compensate the inconsistencies between the physical

and motion of the object. Finally, it is also worth mentioning that the obtained qatt values are

moderately unstable compared with qvel. This happens due to the influence of the environmental

geometry within the update step, which has an obvious influence on the state estimation, and also

due to inconsistencies caused by trajectory mis-modeling (e.g. between 15-30 s).

The same interpretation can be drawn from the analysis of the heading. In this case, the time

series reveal that the global minimum RMSE in Figure 6.6 is obtained by selecting a suitable

PSD combination for the estimation during the straight sections of the trajectory. However, this

combination leads to larger errors during turning maneuvers (blue arrows in Figure 6.7e), thus

underlining again the inefficacy of fixed PSD values in dynamic time-variant systems. In these

epochs, the selection of an adequate epoch-wise process noise mitigates errors in the heading larger

than 0.01 rad (almost 0.6◦).

Another interesting aspect from the impact of adequate PSD combinations can be seen in the

2D positioning results of vehicle 2. In this specific case, the fact that the vehicle describes a fairly

straight trajectory at a constant velocity during almost the complete time, leads to the assumption

that the motion model selected is quite suitable for the state prediction. Taking a look at Figure

6.8a, it is possible to see that adequate PSD combinations enable the mitigation of the errors caused

by weak environmental geometries. One clear example is obtained in the region approximately

between seconds 47 and 53 (gray background in Figures 6.8a and 6.8c). Here, the solution obtained

from the prediction step is significantly more accurate and precise than the best solution that can

be obtained given the observational work. Therefore, low PSD values can be used to bound the

updated states by restricting the amount of correction allowed. When the consideration of low

Qdk is coupled with a very precise prediction, the rather small P−k leads to Kk values really close

to 0. As a result, the influence of the measurements is neglected, leaving the estimation completely

dominated by the motion model. This situation is enhanced if no exteroceptive sensors are used (see

Figures 6.8b and 6.8f) as the more precise measurements are neglected, and therefore the difference

between the maximum precision that can be obtained from the set of measurements (laser scanner

and stereo cameras) with respect to the prediction step is higher. In these cases, the accuracy

improvements can reach the meter level in the 2D position, and 3◦ in the heading estimation, in

some epochs (cf. Table 6.9).

The outcome from vehicle 3 serves to show the effects caused by the selection of an unsuitable

motion model in EKF-based estimations. In an invariably turning trajectory, the constant turn

rate model is continuously disrupted. Subsequently, the errors in the prediction step are transferred
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Figure 6.8: Vehicle 2 2D (first row) and heading (third row) deviations of the estimated trajectory relative to

the reference solution using a sensor architecture with (left column) and without (right columns)

exteroceptive sensor measurements. The most adequate epoch-wiese PSD combinations obtained

for the 2D and heading (independent) estimations are shown in the second and fourth rows,

respectively. Finally, the absolute velocity and heading are displayed in the fifth row. Please

note the different vertical scales used in Figures 6.8e and 6.8f.

to the update innovation, causing that neither the exteroceptive sensors nor the process noise can

compensate such big errors in the 2D positioning. It is precisely in these dynamic trajectories,
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

Figure 6.9: Vehicle 3 2D (first row) and heading (third row) deviations of the estimated trajectory relative to

the reference solution using a sensor architecture with (left column) and without (right columns)

exteroceptive sensor measurements. The most adequate epoch-wiese PSD combinations obtained

for the 2D and heading (independent) estimations are shown in the second and fourth rows,

respectively. Finally, the absolute velocity and heading are displayed in the fifth row.

where highly precise IMU measurements play a decisive role within the estimation. The IMUs feed

the system with high-rate measurements that describe the motion of the vehicle in real time. If
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Table 6.9: Mean (x̄) and maximum (Max) differences between the optimum solution computed with the

dynamic PSD combinations and the optimum solution computed with the fixed value (red and

green solutions in Figures 6.7 - 6.9, respectively).

2D [m] Heading [◦]

Veh-1 Veh-2 Veh-3 Veh-1 Veh-2 Veh-3
A

ll x̄ 0.041 0.046 0.397 0.023 0.017 0.212

Max 0.411 0.300 1.982 0.533 0.218 3.518

n
E x̄ 0.154 0.167 0.142 0.619 0.519 0.799

Max 0.976 0.935 1.032 10.165 1.920 3.942

the well-known errors that affect these measurements are precisely estimated and compensated, the

trajectory obtained could be used in the prediction step, mitigating most of the negative effects

introduced within the scope of this analysis.

In summary, the highly varying epoch-wise combinations obtained from the MC simulations

carried out in this section support the initial idea that one fixed PSD combination is not efficient in

dynamic estimations. Also, given that the vehicle dynamics are not known in advance in real cases,

the question of a certain PSD combination is very difficult to achieve. However, the results from the

simulation reveal a significant improvement if epoch-wise qvel-qatt combinations are used (the red

solutions are invariably better than the green ones, regardless of the sensor architecture or parameter

of interest). In post-processing, these values can be estimated prior to the filter computation,

ensuring the maximization of the filter performance. In online applications, the disruptions of the

motion model could be mitigated by using high-end device able to feed the system with time-

stable and highly-precise measurements like e.g. atom-interferometry sensors (Tennstedt and

Schön, 2020). To support these statements, Table 6.9 displays the 2D and heading mean (x̄)

and maximum (Max) differences between the solution computed with the most adequate epoch-

wise combinations, relative to the solution obtained with the best fixed combination. These are

also classified depending on the sensor architecture, with (All) and without exteroceptive sensors

(nE). In this table, it is possible to see that for vehicles 1 and 2, the mean improvements with

the epoch-wise combinations are at the centimeter level regarding the 2D position, and approx.

0.01-0.02◦ for the heading. Nevertheless, the solution can show improvements at the decimeter

level for the 2D positioning results, and more than 0.5 ◦ in the heading, hence underlining again

the inefficiency of fixed combinations. Vehicle 3 shows significantly higher improvements, as the

motion model selected proves to be unsuitable throughout the complete trajectory. Under these

conditions, the selection of adequate epoch-wise PSD combinations entails improvements that in

some epochs exceed the meter level and several degrees in the positioning and heading results,

respectively.

If no exteroceptive sensors are considered (nE solutions in Table 6.9), the overall accuracy of the

estimation decreases significantly, but the range of improvement with the epoch-wise best samples

augments significantly. Here, it is interesting to see in vehicles that perform important turning

maneuvers, are the most vulnerable to the inconsistencies generated by the utilization of a fixed

PSD combination. In this context, the utilization of an adequate epoch-wise PSD combinations
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Table 6.10: Sensor measurement standard deviation and update rate: process to measurement noise ratio.

Sensor Measurement σ Update Rate

GNSS

ptGNSS 2 [m] 1 Hz

vtGNSS 0.2 [m/s] 1 Hz

V2V 2 [m] 1 Hz

IMU φ θ ψ 0− 30 [◦] 10 Hz

Laser S. r 0.1 [m] 1 Hz

Cameras pcam 0.1 [m] 1 Hz

PSD
qvel 0.3 [m2/s3] 10 Hz

qatt 0− 0.5 [rad2/s] 10 Hz

translated into important improvements, exceeding 1 m and 10◦ in 2D position and heading (re-

spectively) in some epochs.

Lastly, one might think that the large inconsistencies encountered in the filter could be expected

in advance, as the highly non-linear and dynamic behavior of the vehicles is being described with

a linear decoupled constant velocity constant turn rate motion model. However, a more suitable

a-priori model (e.g. non linear constant turn rate and velocity (CTRV) or constant turn rate

and acceleration (CTRA) (Schubert et al., 2008)) might be able to reduce the magnitude of

the inconsistencies, but in any case cannot completely compensate them, thus underlining the

indisputable necessity to consider a suitable process noise model in the prediction step in order to

ensure the filter accuracy and stability.

6.3.3 Process Noise to Measurement Noise Selection

It was found in the previous section that the process noise is a crucial point of the prediction step

since it represents the inherent noise of the system model. If the process noise is small compared

to the measurement noise, the error in the updated state is dominated by the motion model, and

vice versa. With this in mind, it becomes clear that the results displayed in the previous section

are only suitable for the fixed measurement noise configuration shown in Table 6.7. In addition, as

introduced in Section 6.2.2, the standard deviation used to model the measurement noise is used

to define the quality of the sensor used for the estimation. For example, a simulation scenario

where very precise laser scanner ranging measurements are considered (low standard deviation) is

interpreted as a scenario in which a high-end laser scanner is available. Hence, the measurement

standard deviation should not be treated as an arbitrarily selected parameter. This situation differs

from the one described in the previous analysis, with both targets of the optimization that can be

epoch-wisely adjusted. Therefore, the question about impact of a selected PSD given a defined

measurement noise configuration arises.

This evaluation is carried out by means of an MC simulation with the same characteristics as

the one introduced in the previous section. Here, the scenario introduced in Section 6.3.1 is run

2000 times with the configuration shown in Table 6.10. In each run, a random combination of the
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Figure 6.10: Surfaces obtained for the MC simulation for each vehicle. The scores (ψ RMSE in this simu-

lation) obtained with each of the randomly distributed samples within the specified domain in

(cf. Table 6.10), are interpolated using a triangulation-based algorithm (Boffi, 2018).

attitude measurement noise and process noise PSD is selected, defining in this way a different two

dimensional MC parameter domain from the one shown in Table 6.7. The decision to select only

the attitude process noise and measurement noise is made, because in the absence of exterocep-

tive sensor measurements, the dependencies between those two variables are isolated, remaining

unaffected by the rest of the sensor measurements and processing parameters.

The results obtained from the MC simulation are illustrated in Figure 6.10, and contains the

surfaces obtained from interpolating the scores (heading RMSE) within the defined parameter

space (feasible region) for each vehicle. As expected, the most accurate samples are the ones where

low measurement noise is considered, regardless of the vehicle dynamics, showing the darkest blue

tones at the left side of each graph. In these cases, the very low measurement noise causes the

updated state to be always accurately corrected, mitigating the negative effects that might have

been previously introduced by inconsistencies between the true and predicted states. Vehicle 2

represents a situation where the EKF prediction is suitable in a sense that the filter model matches

the physical motion perfectly as the vehicle describes an almost straight trajectory. However, the

presence of turning maneuvers within the trajectories described by vehicles 1 and 3 assess the fact

that the implementation will always be disrupted at some point. The consideration of a model

that assumes the process to be completely constant in time is a risky model since in the real world,

inliers and/or biases alter this assumption (Brown and Hwang, 1997). This situation can also be

identified in the set of results displayed in Figure 6.10, with the blue tones rapidly fading into green

and yellow as a consequence of increases in the measurement noise. In order to lessen these effects

and avoid potential divergences is to increase the process noise of the affected state. Again, the MC

simulation results (particularly the ones obtained for vehicle 3) support this statement, with the

grid cells that contain the samples with low PSD lead to less accurate overall results (yellow grid

cells on the bottom right section of the graph) with the progressive increase of the measurement

noise. As a result, provided that the measurement noise cannot be arbitrarily changed, the PSD

that yields the most accurate results could be found by finding the column-wise minimums of σatt,

represented with a red line in Figure 6.10.

Given the complete outcome obtained from this and the previous experiments, the necessity to

amplify the process noise in highly dynamic environment is demonstrated.
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To conclude, the time series analysis is not shown in this experiment since the target of this

experiment was to find the overall behavior shown by trajectories with different dynamics. However,

the epoch-wise effects caused by inadequate PSD values can be analyzed in the results displayed

in Section 6.3.1.

6.4 Summary and Conclusions

In this chapter, a methodology to identify the best sensor combinations - taking into account also

sensor measurement quality - and the impact caused within the filter by inadequate process noise

in dynamic time-variant and time-invariant estimations were assessed.

Firstly, in order to identify the most suitable sensor combinations, an MC-based simulation was

designed where the results obtained with different sensor architectures were compared with the ref-

erence architecture (all available sensors are included). From this experiment, it is possible to learn

that the utilization of exteroceptive sensors a field of view of 360◦ overshadow the impact from the

other sensor measurements in localization approaches in situations with favorable landmark layout.

The stereo cameras register information in a much smaller field of view than the considered laser

scanner. For this reason, less landmarks are detected, and subsequently, the decrease in the filter

performance becomes evident. In disadvantageous landmark geometries, the GNSS measurements

become crucial in order to anchor the network to the global frame. Furthermore, the presence of

an IMU able to feed the system with high-rate inertial measurements is crucial in order to mitigate

the inconsistencies between the motion model selected in the prediction step and the actual motion

model. In fact, this statement must be extended, since the presence of the IMU measurements are

crucial in areas where the GNSS signal is degraded or unavailable in order to guarantee the location

of the exteroceptive sensors (fundamental for the localization in the selected global frame).

As mentioned before, the study was focused on the geometric and intrinsic characteristics of

each sensor measurement. However, additional characteristics of the sensors, that normally play a

complementary role in multi-sensor systems (e.g. image RGB values, multi-spectral information,

reflectivity, etc.) were ignored. As a result, additional considerations must be made prior to the

design and implementation of real experiments built upon the findings described in this thesis.

Secondly, the effects caused in the filter by different qatt and qvel combinations were evaluated.

This is an essential factor to analyze in dynamic networks, given that the motion of the objects

arises a number of additional challenges with respect to the classical geodetic network adjustment

and optimization methodologies. In KF-based approaches, the object motion is introduced in the

prediction step with non-linear continuous differential equations. Although sometimes these models

can approximate the vehicle dynamics considerably well, they are far from being perfect. In order

to mitigate the inconsistencies between the motion model and the physical motion, an adequate

process noise model must be considered. From the results displayed in Section 6.3, using a linear

decoupled constant velocity and constant turn rate motion model, it is possible to identify three

different outcomes from the usage of adequate process noise combinations:
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1. Large PSD values help to adjust the solution during turning and accelerating maneuvers.

2. Low PSD values restrict the amount of correction allowed during the update step, regardless

of the observational work received.

3. The most adequate fixed PSD combination is the one that best fulfills the requirement set by

the predominant maneuver.

Unfortunately, these three factors cannot be combined in the shape of one general outcome from

the experiment, and each of the three conclusions represents an improvement in an specific situation.

In addition, it is necessary to add that the most suitable combination for the 2D position estimation,

does not necessarily have to be suitable for the heading estimation. Consequently, the identification

of a process noise implementation suitable for the complete set of trajectories and vehicle maneuvers

is complicated. Particularly in dynamic networks, also the challenges for the inter-vehicle relations

must be added to the wide availability of sensors and their inner characteristics, and the range of

different maneuvers that a vehicle undergoes in urban scenarios, as variables to take into account

in the evaluation process. In addition, the update rate from the IMU measurements has also a

large impact in the filter performance in terms of accuracy.

With all these factors in mind, different actions can be carried out in order to decrease the influ-

ence of inconsistencies generated by the motion of the objects. First, the motion model suitability

depends on the maneuver performed by the vehicle. Therefore, a multi-model implementation that

switches the model used in the prediction step could adapt the adjustment to the maneuver carried

out by the vehicle at that instant. Here, the challenge would rely on the definition of the specifi-

cations that establish when the filter must automatically switch models, and which model is the

target. Second, the utilization of a high-rate IMU operating within a robust estimator (efficient bias

and mis-alignment corrections) could even substitute the motion model, feeding the updates with

reliable and accurate information in (almost) real-time for the update. Lastly, the first action can

be coupled with the adaptation of the process noise to the maneuver where the vehicle is involved.

In fact, these three factors are complementary, and they can be coupled if necessary in order to

maximize the performance of the adjustment.
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7 Collaboration Versus Single Vehicle Estimation

The methodologies and the experiments carried out so far in this thesis are built upon the assump-

tion that the vehicles navigate inter-connected by V2V measurements. In particular, the relative

position between the vehicles is assumed to be obtained by the computation of GNSS baselines

following the methodology described in section 3.1.2 (see Eq. (3.4)). However, the experiments

described in chapters 5 and 6 focus primarily on the filter methodology evaluation and the selection

of adequate processing parameters, ignoring the detailed evaluation of the benefits of collaborative

navigation methodologies with respect to single vehicle approaches. In this chapter, the concept of

the collaborative navigation is illustrated in Section 7.1. Then, the details of a suitable MC-based

experiment for the analysis of collaborative navigation in terms of different navigation performance

criteria are introduced in section 7.2, proceeding with the necessary evaluation of the results ob-

tained in section 7.3. Finally, an overall discussion about the scenario strengths and limitations is

given in section 7.4.

7.1 Collaborative Navigation: Concept

In order to properly evaluate the impact of collaborative scenarios with respect to single vehicle

approaches, the scenario selected must enhance the influence of the V2V measurements (GNSS

baselines) to facilitate the identification of singular events during the posterior analysis. This goal

can be achieved in three different ways:

1. Considering vehicles with different sensor architectures (favorable → disadvantageous).

2. Varying the precision of the V2V measurements.

3. Varying the number of vehicles involved in the collaboration scenario.

The first option would enable the evaluation of the mutual influence caused by the inter-connection

of a fully equipped aiding vehicle (GNSS, IMU, laser scanner and stereo cameras) with an additional

aided vehicle where only a GNSS receiver is mounted, that is the minimum architecture for col-

laborative positioning techniques with GNSS-based V2V measurements. Then, the overall amount

of improvement would depend on the quality of the V2V measurements, and can be quantified by

analyzing the response of the state estimation to varying their precision (second option). Finally,

an increment of the number of vehicles involved in the collaborative scenario produces an obvious

increase of the number of measurements, with its corresponding influence on the estimation.
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Figure 7.1: Proof of concept. Accuracy and standard deviation results for vehicle 2. The results obtained

considering σGNSS = σV2V = 2 m (red line), σV2V = 1 m (green line) and σV2V = 0.1 m (blue

line) are compared with the single vehicle approach results (black line). Top: scenario top view.

The gray shadowed area matches the gray areas in the bottom left and right plots. Left: mean

2D position deviations over 500 runs. Right: 2D position standard deviation.

Although these three aspects must be evaluated together, the scenario described in Section 6.2

comes in handy for a first approximation to the concept, since the vehicles describe a perfectly

straight trajectory at a constant velocity and the simplicity of the landmark layout assists the

evaluation of the results. In this way, the outcome remains completely unaffected by changes in the

vehicle dynamics, leaving the update step entirely dominated by the measurements. Given that

the number of measurements is constant in the different runs, the effect of varying σV2V is isolated.

To demonstrate this concept, a simple MC simulation (500 runs) is carried out considering that

vehicle 1 is fully equipped with all available sensors, and vehicle 2 is only equipped with a GNSS

receiver. In addition, the simulation is repeated using different σV2V.

In Figure 7.1, the results obtained for vehicle 2 are shown, divided in two graphs. The left graph

contains the epoch-wise mean 2D position deviations of the estimated parameters relative to the

true trajectory for the 500 runs. Also, the results obtained with the different σV2V are compared,

displaying in red the solution with σGNSS = σV2V = 2 m, σV2V = 1 m in green and σV2V = 0.1 m

in blue. The results obtained with the single vehicle approach (black) is used as a reference. The

graph on the right illustrates the standard deviation results obtained with the same configurations

previously introduced. In these graphs, the positive influence of the collaborative navigation ap-

proaches is evident. Even the results obtained with σGNSS = σV2V = 2 m are translated into a

general - although marginal - increase in the accuracy and precision of the estimation, showing not

even one epoch with the reversed behavior. Furthermore, should the V2V be sufficiently precise,

the impact of the landmark geometry introduced in the system with the exteroceptive sensor mea-

surements mounted in vehicle 1, can be identified in vehicle 2. In the single vehicle solution, the

deviations of the estimated trajectory relative to the true trajectory remain stable after the typical

convergence time of an EKF (16 s after the start). However, the estimation with σV2V = 0.1 m

shows, besides a general increase in accuracy (approx. 0.3 m) and precision (approx. 0.15 m), an

additional event between seconds 57 and 78 (gray shadowed area). Here, vehicle 1 is able to detect
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Figure 7.2: Representative visualization of the scenario used for the evaluation of collaborative with respect

to single vehicle approaches (proportions not kept).

the landmarks that lay perpendicular to the direction of driving, producing a sudden increase in

accuracy in the AT direction, which is reflected in the results from vehicle 2 due to the very precise

V2V measurements. Thus, highlighting the benefits of collaborative navigation.

However, the results obtained from this scenario are overoptimistic, as scenarios where vehicles

navigate at a perfectly stable constant velocity and describing a perfectly straight trajectory are

not achievable. Thus, taking into account the findings from section 6.3, the necessity to re-evaluate

this set of results with a scenario where changes in the vehicle dynamics are introduced becomes

clear. Lastly, the number of vehicles must be increased in order to analyze the response of the

presented algorithm to the progressive addition of vehicles.

7.2 Experiment Scenario and Setup

In order to extend the initial results presented in the previous section, a particular scenario is

designed (cf. Figure 7.2). First, the dynamics of ten different vehicles are generated from sets of

digitized waypoints. Second, an elementary environment is generated, imitating the distribution of

nine blocks of buildings. The goal of this scenario is to scale the previous situation and approximate

it to a real case by considering different vehicle maneuvers, although still keeping an intermediate

degree of simplicity on the model of the environment, so that the events related to the object

of the study in this section are still evident in the outcome from the simulation. If too complex

vehicle dynamics and environmental geometries are used, the natural impact of the collaborative

navigation approach could be easily covered by other factors, and complicate the posterior analysis.

The strategy followed with the sensor architecture of the vehicles is the same as the one introduced

in section 7.1. Vehicle 1 is considered to be solely equipped with a GNSS receiver, that is able

to retrieve the position and velocity of the object. The rest of the vehicles is assumed to be

equipped with exteroceptive sensors - laser scanner with 360◦ of field of view and 16 lines of

vertical aperture, and a pair of stereo cameras - that are able to capture the information from the

environment and subsequently transfer their improved positioning information to vehicle 1 through
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Table 7.1: Sensor measurement standard deviation and update rate: collaborative experiment

Sensor Measurement σ Update Rate

GNSS

ptGNSS 2 [m] 1 Hz

vtGNSS 0.2 [m/s] 1 Hz

V2V {0.1, 2} [m] 1 Hz

IMU
fb 0.002 [m/s2] 100 Hz

ωb
ib 0.001 [rad/s] 100 Hz

Laser S. r 0.1 [m] 1 Hz

Cameras pcam 0.1 [m] 1 Hz

Env. Model
α 1 [◦] 1 Hz

Shift 0.1 [m] 1 Hz

Table 7.2: Random walk power spectral density: collaborative experiment.

Parameter PSD

Velocity (qvel) 0.03 [m2/s3]

Attitude (qatt) 0.01 [rad2/s]

V2V measurements. The simulation setup, that contains the data rates, standard deviation values

selected for the measurement noise, PSD values selected for the process noise, and the initial state

parameter uncertainties are shown in Tables 7.1 to 7.3.

Table 7.3: Initial covariance of the state parameters: collaborative experiment.

Parameter P0

Position 2 [m2]

Velocity 0.50 [m2/s]

Attitude 0.1 [rad2]

The benefits obtained with vehicle 1 from linking it to other vehicles with a more profitable

sensor architecture are analyzed by comparing the results from two sets of MC simulations. First,

the single-vehicle solution for vehicle 1 is computed to be used as reference by running the filter

100 times with the sensor setup described in Tables 7.1 to 7.3. Subsequently, these results are

compared to the results obtained from linking vehicle 1 and vehicle 2. This operation is described

four additional times, increasing the number of vehicles gradually two units per MC simulation.

This leaves a total of six MC simulations where the filter is run 100 times, and the results enable the

analysis of the tendency caused by the progressive addition of vehicles to the scenario. Second, this

procedure is repeated two times, one with each of the two V2V measurements standard deviations

introduced in Table 7.1 so that the impact of introducing V2V measurements of different quality

on the state update is analyzed. In this way, the three requirements/conditions to enhance the

impact of the V2V measurements relative to the other sensor measurements introduced in Section

7.1 are met.
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7.3 Collaboration Results

In this section, the results obtained from the previously described MC simulations are evaluated

in terms of the network robustness criteria introduced in Section 2.3.1. Nevertheless, the preci-

sion analysis is rather straightforward by comparing the results obtained by a gradual increment

of vehicles. The standard deviation of the estimation depends on the number of measurements

considered and their precision. In this experiment, the values of standard deviation selected for

the measurement noise remain constant, and the number of measurements increases proportional

to the number of vehicles used. As a result, the network precision increases always, proportional

to the number of vehicles considered.

A detailed description of the results is presented in Sections 7.3.1 and 7.3.2, respectively.

7.3.1 Accuracy and Precision Analysis

Individual vehicle evaluation (local analysis)

The improvements of collaborative navigation with respect to the single vehicle approaches are first

evaluated by analyzing the epoch-wise deviations relative to the nominal trajectory and quantified

by means of the RMSE statistic. In Figure 7.3, the relative cumulative frequency of the 2D (first

row) and 3D (second row) epoch-wise deviations of the updated states (100 MC runs) relative to

the nominal values, are depicted for vehicle 1. Furthermore, the outcome is separated depending

on the selected V2V measurement standard deviation σV2V (σV2V = 0.1 m in the left column and

σV2V = 2 m to the right). The solution used as reference is the outcome from running the filter

as a single vehicle (SV) approach (black line) with vehicle 1 (only one GNSS receiver). Then, the

outcomes obtained from coupling it with a second vehicle (red line), three (orange), five (blue),

seven (magenta), and nine (turquoise) additional vehicles are included.

In general, the results displayed in Figure 7.3 show that the tendency is to obtain more accurate

results if the number of vehicles is increased, regardless of σV2V. However, the amount of improve-

ment achievable is larger if the V2V measurements are highly precise (see also Table 7.4). Taking

into account the graphs where the V2V and GNSS measurement standard deviations amount both

to two meters (σGNSS = σV2V = 2 m), the single vehicle approach yields a percentage of around

60% of the results below the meter level. As the number of vehicles increases, this percentage rises,

exceeding the 90%-mark in dynamic networks defined by at least six vehicles. Also, the highest

influence of the update step with exteroceptive sensors on the XT direction has been shown in

previous chapters of this thesis. This causes the improvements in the 2D directions to be slightly

higher than in the 3D case. If the overall RMSE results listed in the last four rows of Table 7.4

are compared, the collaborative navigation improvements relative to the SV approach are always

significant regardless of the number of vehicles. In particular, the outcomes obtained with ten

vehicles (both 2D and 3D) entail an improvement greater than 50%.
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Figure 7.3: Relative cumulative frequency functions obtained from the collaborative MC simulations. Left:

configuration with σV2V = 0.1 m. Right: Configuration with σV2V = 2 m.

Table 7.4: RMSE of the collaborative MC simulation from Vehicle 1 (aided vehicle). The 2D and 3D RMSE

([m]) obtained with different amount of vehicles considered in the navigation scenario are displayed

for comparison. Also, the percentage of improvement obtained with each configuration relative

to the single vehicle (SV) approach is shown.

SV 2 Veh 4 Veh 6 Veh 8 Veh 10 Veh

σ
0
.1

m

RMSE 2D [m] 0.896 [0.298 - 0.364] 0.174 0.167 0.142 0.148

% 0.00 [66.74 - 59.38] 80.61 81.38 84.17 83.52

RMSE 3D [m] 1.063 [0.564 - 0.599] 0.387 0.328 0.287 0.270

% 0.00 [46.94 - 43.64] 63.59 69.15 73.04 74.60

σ
2

m

RMSE 2D [m] 0.896 [0.711 - 0.724] 0.555 0.493 0.445 0.415

% 0.00 [20.65 - 19.19] 38.09 44.98 50.32 53.68

RMSE 3D [m] 1.063 [0.880 - 0.889] 0.694 0.621 0.560 0.521

% 0.00 [17.25 - 16.41] 34.69 41.59 47.34 51.00

The tendency described by the outcome obtained with σGNSS = σV2V = 2 m is enhanced if the

precision of the V2V measurements is increased to 0.1 m. Figure 7.3 shows that more than 80%

of the epoch-wise 2D deviations of the estimated solution relative to the true solution are at the
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centimeter level. It is precisely in the 2D estimation, and with this specific configuration, where the

largest improvements are obtained (cf. Table 7.4). Here, the modest consideration of one additional

vehicle entails approximately 66–59% gain, already slightly superior to the improvements yielded by

the ten vehicle solution with the previous configuration. The solution with two vehicles is displayed

as an interval, that contains all possible outcomes obtained combining vehicle 1 with each of the

other vehicles. Then, the accuracy increases with the progressive addition of vehicles, reaching a

final overall RMSE of approx. 0.14 m, a gain of nearly 84 % with respect to the SV solution. Here,

the addition of the last two vehicles leads to a marginal decrease in the overall RMSE (6 mm).

However, Figure 7.3 displays a higher percentage of epoch-wise deviations below decimeter level in

the ten-vehicle solution than in the eight-vehicle solution. Therefore, this minimal decrease comes

as a result of a few epochs with a slightly less accurate solution, which leads to a lower overall

RMSE. Moreover, given that the computation is carried out assuming that the map elements have

an uncertainty of 0.1 m in the vertex, the room for further improvement with more than eight

vehicles is minimum.

Until this point, the analysis has been focused on the assessment of the impact that a network of

aiding vehicles produces in the aided vehicle. However, the effects that the networked estimation

has on one of the aiding vehicles has not yet been discussed. For this reason, the overall RMSE

results obtained from vehicle 2 are displayed in Table 7.5. On a first sight, it is possible to see

that as in the case of the aided vehicle, the results obtained from the simultaneous estimation of

state parameters of a group of vehicles lead also to a general improvement in terms of accuracy

with respect to single-vehicle solutions (SV). Also, the strengths of CP are visible since the results

improve with the progressive addition of vehicles to the navigation scenario, regardless of the V2V

measurement quality considered. However, the quality of the V2V measurements determine the

amount of improvement achieved with collaborative approaches, showing improvements over the

60% if σV2V = 0.1 m and lower ones (around 40%) if σV2V = 2 m. Finally, it is interesting to

observe the similar results yielded by the eight- and ten-vehicle 2D RMSE solutions. This is a clear

indication that the system reached the highest level of performance given the used configuration

(note also the landmark uncertainty). This, added to the similar behavior of the aiding vehicle

with the same configuration shows that, under the current configuration, solutions with more than

eight vehicles only increase the complexity of the computation with no (or even negative) effects on

the accuracy of the system. This event is not visible in the 3D results as the lack of influence of the

exteroceptive sensors on the Up coordinate leaves much more room for improvement. Nevertheless,

this situation is caused the geometrical characteristics of the 3D model of the environment, in which

ground plane is unavailable.

Taking a look at the precision (standard deviation), the results obtained support the statement

that the sequential addition of nodes and measurements to the system leads to an increase in the

precision, regardless of the quality selected for the V2V measurements and of the number of vehicles

involved in the navigation situation. As in the case of the accuracy, the improvement in the 2D

precision is significant in both configurations, exceeding the 90% of improvement with respect to

the single vehicle approach with highly precise V2V measurements, and 70% if σV2V = 2 m. Under

this configuration, the improvements of the ten-vehicle solution with respect to the eight-vehicle

solution are marginal (at the millimeter level), rising again the question of whether it is worth
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Table 7.5: RMSE and mean standard deviation (σ̂) of the collaborative MC simulation from Vehicle 2 (aiding

vehicle). The 2D and 3D RMSE (m) obtained with different amount of vehicles considered in the

navigation scenario are displayed for comparison. Also, the percentage of improvement obtained

with each configuration relative to the single vehicle (SV) approach is shown.

SV 2 Veh 4 Veh 6 Veh 8 Veh 10 Veh

σ
0
.1

m

RMSE 2D [m] 0.444 0.342 0.184 0.153 0.139 0.139

%RMSE 0.00 23.09 58.51 65.57 68.79 68.69

σ̂2D [m] 0.207 0.150 0.049 0.023 0.017 0.015

%2D SD 0.00 27.51 76.31 88.84 91.88 92.84

RMSE 3D [m] 0.811 0.597 0.402 0.341 0.310 0.293

% 0.00 26.36 50.41 57.99 61.75 63.94

σ̂3D [m] 0.695 0.494 0.325 0.258 0.223 0.199

%3D SD 0.00 28.95 53.21 62.84 67.95 71.34

σ
2

m

RMSE 2D [m] 0.444 0.377 0.318 0.278 0.271 0.263

%RMSE 0.00 15.12 28.43 37.37 39.08 40.76

σ̂2D [m] 0.207 0.186 0.154 0.136 0.125 0.116

%2D SD 0.00 28.64 56.46 66.48 71.34 74.37

RMSE 3D [m] 0.811 0.679 0.560 0.487 0.464 0.441

%RMSE 0.00 16.26 30.96 39.97 42.80 45.61

σ̂3D [m] 0.695 0.589 0.479 0.419 0.381 0.352

%3D SD 0.00 15.17 31.04 39.66 45.22 49.28

considering two additional vehicles (causing more expensive computations) obtaining such small

improvements both in the accuracy and precision.

The availability of two sets of results obtained with different σV2V aid also the understanding on

how the V2V measurements are treated within the C-EKF. If the precision of these measurements

is higher relative to other sensor measurements the Kk values applied to them are higher, and the

solution converges over the theoretical minimum, defined by the number and standard deviation of

the observations considered. On the contrary, if the V2V measurements are less precise relative to

the rest of the observations considered, the Kk assigned to those observations is rather low (in most

cases close to 0). Therefore, these observations are ignored by the system and the solution converges

over the single-vehicle solution. As a result, the solution of the C-EKF is bounded between the

theoretical minimum and the single-vehicle solution in terms of accuracy.

Finally, the identification solutions in which no improvement is generated with the addition

of vehicles in both aiding and aided vehicles (individually) reveals the necessity to evaluate the

complete network in order to have a complete understanding of the C-EKF performance. This

analysis is carried out in the following section Overall network evaluation.
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Table 7.6: Overall network RMSE ([m]) and A-optimality (ZA [m]) analysis with different amount of nodes

(vehicles). The solutions obtained considering V2V measurements with two different precisions

(σV2V = 0.1 m and σV2V = 2 m) are contrasted.

2 Veh 4 Veh 6 Veh 8 Veh 10 Veh
σ

0
.1

m

RMSE 2D Col. [m] 0.356 0.161 0.140 0.116 0.117

RMSE 2D SV. [m] 0.732 0.570 0.511 0.476 0.459

ZA,2D Col. [m2] 13.264 4.288 1.048 0.555 0.526

ZA,2D SV. [m2] 105.748 130.063 157.663 184.818 216.006

RMSE 3D Col. [m] 0.582 0.374 0.316 0.281 0.261

RMSE 3D SV. [m] 0.847 0.726 0.701 0.680 0.675

ZA,3D Col. [m2] 18.272 4.623 1.275 0.778 0.763

ZA,3D SV. [m2] 157.003 190.140 223.773 264.807 318.505

σ
2
m

RMSE 2D Col. [m] 0.587 0.373 0.309 0.273 0.246

RMSE 2D SV. [m] 0.732 0.570 0.511 0.476 0.459

ZA,2D Col. [m2] 62.297 50.870 48.943 49.358 51.372

ZA,2D SV. [m2] 105.748 130.063 157.663 184.818 216.006

RMSE 3D Col. [m] 0.775 0.569 0.495 0.452 0.418

RMSE 3D SV. [m] 0.847 0.726 0.701 0.680 0.675

ZA,3D Col. [m2] 78.223 57.827 50.192 45.171 41.929

ZA,3D SV. [m2] 157.003 190.140 223.773 264.807 318.505

Overall network evaluation (global analysis)

In a next step, the network results are evaluated as a whole, in order to identify the configurations

that lead to an overall better performance of the network-based estimation with respect to the SV

approaches and validate the outcome from the local analysis. In order to do that, the RMSE of

the complete network is computed with (Col.) and without (SV) V2V measurements, along with

the A-optimality (ZA,2D, Eq. (2.33)) scores used to measure the overall network precision.

This outcome is displayed in Table 7.6, both for the configuration with σV2V = 0.1 m and

σV2V = 2 m. In this table, the results show that also taking into account the overall RMSE and ZA

(A-optimality) of the network, CP approaches lead to an increase in the performance with respect

to single-vehicle approaches and there is a clearly positive tendency to the progressive addition of

vehicles, both in terms of accuracy and precision. Again, the overall 2D RMSE of the network

achieves approximately decimeter level in networks with at least than four vehicles, considering

highly precise V2V measurements. With less supportive V2V measurements, the overall accuracy

of the network decreases to a few decimeters, although in any case exceeding the RMSE values

obtained with single-vehicle approaches. With σV2V = 0.1 m, the ten-vehicle solution obtained

is again showing a marginal decrease in the accuracy with respect to the eight-vehicle solution,

revealing again the fact that the networked estimation reaches the theoretical maximum achievable

performance already with eight vehicles. This event arises also the question an optimal topologi-

cal relation between the dynamic nodes of the network. With a different inter-vehicle connection
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distribution (different than each node to all), the ten-vehicle solution might achieve a higher ac-

curacy and reliability (a higher redundancy is achieved in general) than the eight-vehicle solution,

without giving up a significant amount of computational efficiency. The dynamic network topology

effects, as well as the assessment of the dynamic network reliability will be relevant paths in future

investigations.

Taking into account the precision of the network measured by the A-optimality coefficient (ZA),

the same overall behavior is visible as in the case of the accuracy. In this experiment, the precision

obtained with the networked-based estimation improves thoroughly with respect to single-vehicle

approaches, an amount proportional to the number of dynamic nodes and the quality of the inter-

nodal measurements.

7.3.2 Integrity Analysis

In Figure 7.4, the Stanford diagrams that depict the integrity information by relating the PE with

the PL and the AL are shown. Given that the results from Section 7.3.1 showed that the most

accurate results are yielded by the ten vehicles collaborative navigation scenario, the integrity anal-

ysis is carried out by contrasting the ten-vehicle dynamic network results with both configurations,

σV2V = 2 m (second row), and σV2V = 0.1 m (third row), with the single vehicle approach as refer-

ence. Subsequently, the PE, PL and AL are computed in the XT and AT direction, following the

approach from Reid et al. (2019) introduced in Section 2.3.1. Lastly, in order to facilitate the

visualization, the AL and PL are computed assuming a vehicle with a width wv = 2.5 m and length

lv = 5.5 m that navigates in a bounding box of wr = 6 m and lr = 9 m (yielding AL = 1.75 m).

By comparing the graphs from each column, the benefits of collaborative navigation are evident.

First, the analysis of the graphs from top to bottom reveal a higher concentration of epoch-wise

solutions in the regions with low PE. In the single-vehicle approach, the dominance of the GNSS

measurements is noticeable since the grid illustrates a Gaussian-like distribution of the PE-PL

along the dashed line that bisects the nominal operations from the misleading operations. As in

the integrity study carried out in Section 5.2.2, the filter stability in terms of integrity is higher

in the XT direction rather than in the AT (even in the single-vehicle approach), showing regularly

solutions where the PE to PL ratio is higher. This is illustrated in Figure 7.4, with the solution

clusters disseminated slightly to the left, and it means that the margin between the nominal and

misleading operations is higher.

Moreover, although the ten-vehicle solution with σV2V = 0.1 m shows reasonably lower PE and PL

than the other two configurations included in Figure 7.4, the outcome reveals epoch-wise solutions

far from the cluster that contains the higher percentage of results. This happens due to the inclusion

of the epoch-wise estimations at the starting instants of the trajectory when the filter has not yet

converged resulting in uncertain estimations contained in the range defined by the initial standard

deviation for each state parameter (see Table 7.1). However, since these epochs entail less than

1% of the total amount (12000 epochs), they do not encompass an obstacle in the interpretation

of the graphs, and hence they are not neglected. Lastly, an even lower percentage of these weak
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Figure 7.4: Integrity plots (Stanford Diagrams) from the collaborative navigation simulation. In the first

row, the graphs for the XT (left panel) and AT (right panel) updated states obtained from the

single vehicle (SV) approach are shown. The second and third rows display the integrity results

obtained from both 10 vehicles MC simulations, the configuration σGNSS = σV2V = 2 m in the

second row and σV2V = 0.1 m in the third.
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solutions emanate from the inconsistencies between the motion model and actual motion of the

vehicles introduced in Chapter 6.

Finally, the integrity requirements for autonomous vehicle localization are established by the

govermental organizations, so they can differ largely depending on the requirements of each country.

In this direction, Reid et al. (2019) contains the methodologies to AL and PL depending on

the mean road width (type of road), minimum road curvature, and vehicle types in the United

States. The given values are considerably smaller than the ones used to display the results in

Figure 7.4, with values for local roads in the range of the 0.3 – 0.5 m (considering an integrity risk

of 10−8), both in the XT and AT directions. It is clear from the single-vehicle MC simulation

results that most of the solutions are contained in the integrity region that exceeds these AL

requirements, demonstrating that a vehicle equipped with a single GNSS receiver under challenging

GNSS reception situations is not enough to guarantee the integrity of the system. Nevertheless,

the collaborative approaches improve this results, yielding a 95% quantile of the PE below 0.55 m

considering σV2V = 2 m, and below 0.08 m considering σV2V = 0.1 m. Finally, it is worth mentioning

that these quantitative values are computed with the configurations shown in Tables 7.1 to 7.3,

and they change drastically if a different measurement noise distribution is selected. This together

with the fact that most of the weaker solutions are caused by suboptimal estimations leads to the

necessity to emphasize that the quantitative results are only computed in order to support the

analysis of the impact that the progressive addition of vehicles has on the complete estimation in

terms of integrity.

7.4 Summary and Discussion

In this chapter, the advantages of using collaborative methodologies with respect to single-vehicle

approaches were presented and assessed with different sets of numerical results. First, an elementary

scenario was used in order to demonstrate the PoC, showing that the addition of vehicles to

the navigation scenario, inter connected by V2V measurements, result in an increase of accuracy

and precision of the estimated parameters. Then, the tendencies identified in the overoptimistic

elementary scenario are supported with the evaluation of an MC simulation built upon a more

complex scenario, where up to ten vehicles were considered. The profits in the accuracy and

precision obtained from the collaborative approach with respect to the single-vehicle approach are

significant for all sensor configurations used, regardless of the number of vehicles participating in

the navigation scenario and the quality of the V2V measurements. Besides, the performance of the

collaborative approach was evaluated in terms of accuracy by computing the overall RMSE of the

network, and in terms of precision by examining the network suitability in terms of the A-optimality.

This process is repeated by progressively increasing the size of the network, so that the benefits of

the collaborative navigation methodologies can also be related to the number of vehicles included

in the navigation scenario. This set of results demonstrates the expected outcome in networked-

based estimations, showing a general increase in accuracy and precision of the estimation with the

progressive addition of vehicles.
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In the proposed centralized methodology, the solutions with a high number of vehicles (e.g.

ten-vehicle solution) reveal a convergence to a maximum level of accuracy, which is defined by

the number of observations considered in the scenario and their precision. Considering the high

relevance of the matter, the assessment of the optimum number of dynamic nodes given a certain

V2V measurement configuration and the effects of the dynamic network geometry/topology on the

estimation remain as open questions for future investigations.

Furthermore, one of the most discussed issues in collaborative scenarios is the time synchroniza-

tion problem. In the case at hand, the V2V measurements are realized by means of GNSS baselines,

which refer to the same time reference so that they can be assumed to be perfectly synchronized.

However, in real scenarios this does not happen. On the one hand, the time stability of the receiver

clocks contains drifts and random walk errors. These sources of error are crucial to guarantee the

robustness of the solution of each individual, since clock errors at the ns level for the GNSS solu-

tion are translated into positioning errors at the meter level. On the other hand, the centralized

algorithm is assumed to receive the data collected by each individual vehicle in real time. This is

also never the case in real scenarios, where the time delay between the data signal emission and

reception is directly proportional to the distance to the physical realization of the communication

used for the wireless. As a result, the proposed algorithm is only applicable in post-processing.

Should the algorithm be adapted for real-time collaborative scenarios, the above-mentioned effects

must be deeply studied, so the deterioration of the adjustment is minimized.

In spite of these limitations, the tendencies identified during the evaluation of the collaborative

navigation are unequivocal, and the increase shown by the collaborative approach relative to single-

vehicle filtering in terms of accuracy, precision and integrity is evident.
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8 Conclusions

8.1 Summary

The developments in autonomous navigation and intelligent vehicles require the improvement of

algorithms that support the coordination and communication between vehicles. In this framework,

the concept of Collaborative Positioning (CP) has been developed as a methodology that enhances

the performance of the navigation solution and anticipates events that could optimize the traffic

flow and reduce the possibility of accidents. In this thesis, the concept of CP was explored in order

to extend the knowledge of dynamic networks, which subsequently aids in the designing phase and

assists with the decision about how the network nodes should behave or which instruments must

be selected to fulfill a desired target. In addition, the impact of CP in terms of the navigation

performance criteria is contrasted with the correspondent single-vehicle approaches.

The evaluation of dynamic networks requires the execution of numerous experiments, which

entail the continuous variation of sensor architectures, observational work, number of multi-sensor

systems considered, environmental conditions and vehicle dynamics, so that the specific impact

of each of these factors in the collaborative scenarios is evaluated. It seems indisputable that

the realization of these experiments encompasses an extensive number of resources, and that they

can be potentially hazardous for the participants in certain scenarios. As a result, a simulation

framework was designed and implemented, which is capable of cost-effectively and safely reproduce

collaborative scenarios. The desired scenario for the analysis was achieved by performing four steps:

trajectory generation, model of the environment (in 2D or 3D) selection, measurement generation

(with the proprio- and exteroceptive sensors available at the i.c.sens project) and estimation with a

sensor measurement fusion algorithm. In order to materialize the dynamic network, the V2V links

are achieved by computing the GNSS baselines between pairs of vehicles.

In the last step, a specific sensor measurement algorithm was designed which is suitable to si-

multaneously estimate the state parameters of a group of vehicles. For this purpose, a centralized

plane-based Collaborative-Extended Kalman Filter (C-EKF) was selected. The KF-based imple-

mentation proves to be adequate for dynamic networks, since it enables the representation of the

individual motion of the nodes with continuous-time differential equations, illustrating the network

with the discrete-time measurements in the update step. Also, the centralized strategy allows to

assess not only the consistency of the data, but also the analysis and evaluation of the dynamic

network as a whole, which is the primary target of the thesis. Lastly, the filter considers only

planar surfaces identified with the exteroceptive sensors as landmarks for relative positioning of

the vehicles with respect to the elements of the environment, given that the 3D city model with
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LoD-2 is built up with planar elements. For this reason, this is the only environmental model used

for the experiments in the scope of this thesis.

The described simulation framework is used in order to answer the research questions formulated

in the introduction of this thesis. Primarily, the filter performance is tested within a complex and

realistic scenario by executing the filter with three different approaches that depend on the degree

of prior-knowledge assigned to the map elements: (1) localization (without landmark uncertainty),

(2) localization with landmark uncertainty, or (3) SLAM. Although the localization approach is

the one that yields the most accurate solutions in the simulations, its usage might encompass

inconsistencies when relative positioning measurements are fused with absolute measurements in

real scenaiors. In general, the elements of the map are associated to the accuracy and precision of the

technique used to determine its geo location within a certain geodetic reference frame or projection.

If imprecise geo-located elements of the environment are introduced in the system as perfectly

geo-located elements, the position of the vehicle is biased according to the errors in the location

of the detected landmarks, given the much higher proportion and precision of the exteroceptive

sensor measurements with respect to the absolute positioning measurements. For this reason, the

consideration of the landmark uncertainty for the estimation leads to more accurate results in areas

where the geo-location of the environmental elements was not precisely determined. In any case, the

mere availability of a model of the environment enables the possibility to solve the computational

problem as a localization approach, which yields normally results at the centimeter and decimeter

level in the Cross-Track (XT) and Along-Track (AT) directions, respectively. The absence of a map

forces the vehicles to reconstruct the scene while simultaneously localizing themselves (SLAM).

The unknown geo-location of the environmental elements leads to a general decrease in the overall

accuracy and precision of the system, as the estimation loses the fundamental piece of information

to anchor the network to a known reference frame. In these estimations, the referencing task

relies mainly on the proprioceptive sensors, and more specifically on the GNSS measurements.

Furthermore, in absence of GNSS the uncertainty on the initial pose of the vehicle is transferred to

the complete map and can only be corrected if absolute measurements are received. Consequently,

the influence of the exteroceptive sensor measurements in the estimation stays constrained to the

prior availability of a map and to the geo-referencing capabilities of the proprioceptive sensors.

Although the experiment carried out in order to evaluate the simulation and filter specifics already

reveal some of the characteristic effects that emanate within dynamic estimations, specific MC-

based experiments are designed in order to individually analyze each aspect of the estimation. First,

in the transition from the traditional geodetic network optimization methodologies to dynamic

network analysis, the biggest challenges arise from the motion of the network nodes. In geodetic

networks, the fact that the nodes are stable in time lead to a rather static scene, with no significant

changes in the characteristics of the environment and the observational work. As a result, it is

possible to compute sets of processing parameters that maximize an objective function used to

describe the quality of the network. However, in dynamic networks, the nodes are changing their

positions with respect to time, leading not only to high variations in the geometric characteristics

of the environment, but also to additional challenges that arise from the vehicle motion itself. As a

result, different experiments were carried out in order to evaluate the impact that different network
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geometries (different sensor architectures and sensor qualities) and vehicle dynamics have in the

estimation.

Firstly, the impact that each sensor has on accuracy and precision of the estimation was evaluated

by computing the results obtained with different sensor architectures in a localization approach.

The major outcome from this experiment is that in regions with favorable landmark layout (e.g.

urban intersection with central symmetry plane layout), the estimation is utterly dominated by the

laser scanner and stereo cameras measurements. This happens due to the much higher redundancy

and precision of each of the measurements, yielding theoretical values at the millimeter level. Also,

since only the geometrical characteristics of the exteroceptive measurements are considered, the

stereo cameras seem to be overshadowed by the laser scanner. In our case, the laser scanner is

assumed to perform with a field of view of 360◦ that leads to the possibility to reconstruct not only

the elements that lay ahead of the vehicle, but also behind, leading to a general increase in the

filter performance. On the contrary, if the landmark layout detected by the exterocetpive sensors

is disadvantageous (e.g. urban canyon with almost symmetric parallel planes), the overall accuracy

and precision of the solution is constrained by the quality of the GNSS measurements. This,

together with the passive character of the exteroceptive sensor measurements (relative positioning),

underlines the necessity to include GNSS receivers in the sensor architecture in order to achieve a

high performance navigation solution.

Secondly, the motion of the vehicles that form the dynamic network is another crucial factor

within the estimation. The prediction step of the C-EKF contains a motion model that antici-

pates the actions of the vehicles. In dynamic estimations the vast diversity of vehicle maneuvers

performed in urban areas causes the motion model to be disrupted at some point, regardless of

the model selected. In KF-based approaches, the inconsistencies between the motion model and

the actual motion of the object are considered by the process noise, and it must be introduced an

amount proportional to the degree of sequential maneuvers performed by the vehicle. In addition,

the inefficacy of fixed PSD values in dynamic estimations was demonstrated and the amount of

improvement that can be obtained with the most adequate epoch-wise estimations was assessed.

Here, the differences between fixed and epoch-wise PSD combinations can exceed the meter level

in the 2D position estimations and ten degrees in the heading at some points in time. However, it

is difficult to give an answer to the question of an adequate process noise model, that is suitable

for the complete set of maneuvers to be performed and for the estimation of the complete set of

state parameters. This problem reveals the reason why IMU measurements are normally included

in the sensor architecture (besides supporting the geo-location task in GNSS challenging areas).

A high-rate (> 100 Hz) device can feed the system with inertial measurements that describe the

actual motion of the vehicle in real-time, and consequently reduce the importance of the process

noise model in the estimation.

Finally, the benefits of collaborative navigation with respect to single-vehicle approaches are

demonstrated. The results show significant improvements of using collaboration in an amount pro-

portional to the quality of the V2V measurements and the number of vehicles (dynamic nodes).

The 2D estimations with at least six vehicles interconnected by high quality V2V measurements

exceed the 80% of improvement in the accuracy (approx. 0.70 m) of the aided vehicle and 60%
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(approx. 0.3 m) in aiding vehicles, with respect to single vehicle approaches with the used con-

figuration. This tendency is also observed in the global analysis (overall network), in which the

six-vehicle solution already exceeds the 70% improvement in 2D, if high quality V2V measure-

ments are available. In any case, the results generally reveal that the accuracy and precision of

the 2D and 3D positioning estimations increase with the progressive addition of vehicles, although

showing marginal disadvantages are observed in in the ten-vehicle solution. Thus, the benefits of

collaborative navigation are underlined.

To conclude, both the simulation framework and filter methodology designed prove to be very

capable in order to create scenarios that aid in the understanding of the dynamic networks and

collaborative navigation methodologies. The simulations highlight the individual role played by

every sensor within the estimation. Here, we could learn that to maximize the filter performance

in terms of accuracy, precision and integrity, the minimum-cost sensor architecture to be consid-

ered contains a 3D laser scanner with 360◦ field of view, a GNSS receiver and a high-rate IMU.

The addition of stereo-camera observations as purely geometrical measurements to the mentioned

architecture does not lead to substantial improvements. The benefits of the inclusion of stereo

cameras are derived from the powerful capabilities in landmark identification and reconstruction

tasks, essential in multi-sensor fusion methodologies. However, for a complete reconstruction of the

scene, several cameras should be oriented in different directions, slightly rising the cost of the sensor

architecture. Furthermore, the selection of an adequate process noise model is fundamental to max-

imize the performance of the filter. Finally, the collaborative techniques outperform the available

single-vehicle approaches significantly in terms of accuracy, precision and integrity, proving to be

fairly powerful to achieve safe and robust navigation solutions in autonomous navigation.

8.2 Outlook

The methodologies described in this thesis reveal the versatility of the developed simulation frame-

work in order to obtain answers that can aid the design process of collaborative experiments.

However, the simulation framework is constrained to the needs defined within the scope of this the-

sis, regarding topics such as sensor measurement generated, sensor measurement fusion algorithm

or types of vehicles considered. In the future, this work can be extended, with the addition of sen-

sor measurements (e.g. odometer) and noise models in accordance with real sensor specifications,

different motion models (adequate also for UAVs), more realistic models of the environment or the

possibility to perform the estimation with different methodologies (e.g. particle filter and maximum

likelihood approaches). Hence, the strengths and weaknesses of each estimator in collaborative es-

timations can be assessed. Also, the utilization of a more realistic model of the environment, where

the elements of the urban furniture (e.g. trees, walkways etc.) enable a more detailed evaluation

of the signal reception. If the satellite visibility is accurately assessed, it would be possible to

introduce GNSS pseudorange measurements in a deeply-coupled filter implementation, and perform

a much more detailed assessment of the benefits of collaborative navigation techniques with respect

to single-vehicle approaches.



8.2. Outlook 135

Furthermore, the impact that each observation has on the estimation is determined numerically.

In this experiment, the scenario characteristics constrained the analysis to a three-dimensional

parameter space. However, the number of variables (dimensions) considered can be easily expanded

given the larger availability of processing parameters. Therefore, the complete set of processing

parameters can be used in future investigations in order to define a multi-dimensional domain that

contains the feasible values for each parameter. With the expansion of the dimensionality the

complexity of the analysis grows significantly, and the tendencies expected within such a complex

parameter domain cannot be foreseen. In this matter, machine learning methodologies can be used

in order to train the function (the used estimator) with a large number of samples (processing

parameter combinations), and obtain as a result an overall idea about the dependencies between

processing parameters. Finally, cluster techniques can be used in order to identify patterns within

the samples that fulfill the desired target.

Lastly, the dynamic network defined within the scope of this thesis always considers the vehicles

as dynamic nodes. Thus, future work could go one step further in by considering the position of

each individual sensor as a network node. This would enable the independent evaluation of each

sub-network defined by the sensor architecture, which once coupled with realistic vehicle models,

allow the determination of the optimum position and orientation of the sensors within the vehicle

frame. The outcome would comprise a fundamental piece of information in order to maximize the

performance of the multi-sensor system.
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